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cent advances in computer architecture, numerical methods, and economics research.
Motivated by these considerations, we are developing a new modeling framework: the
Community Integrated Model of Economic and Resource Trajectories for Humankind
(CIM-EARTH). In this paper, we describe the key features of the CIM-EARTH frame-
work and initial implementation, detail the model instance we use for studying the
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sions for some policy scenarios.
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1 Introduction

Computable general equilibrium (CGE) models (Johansen, 1960; Robinson,
1991; Sue Wing, 2004) and their stochastic counterparts, dynamic stochastic
general equilibrium models (del Negro and Schorfheide, 2003), form the back-
bone of policy analysis programs around the world and have been used for
decades to obtain insights into the economic implications of policies (Bhat-
tacharyya, 1996; Shoven and Whalley, 1984; de Melo, 1988). Hundreds of such
models have been built (Devarajan and Robinson, 2002; Conrad, 2001) and
used to explore policy-relevant questions such as the impacts on consumers of
new tax policies or increases in fossil energy prices. These models also form
a core component when studying the interaction between economic activity
and the earth system with an integrated assessment model (Dowlatabadi and
Morgan, 1993; Weyant, 2009).

Despite successes, however, these economic models have substantive
limitations (Scrieciu, 2007): models may not incorporate the details required
to answer questions of interest, cost estimates from different models often
differ considerably (Vuuren et al., 2009; Weyant, 1999; de la Chesnaye and
Weyant, 2006; Lee, 2006), and little quantification of the uncertainty inherent
in these estimates is performed. Many limitations of current models are due to
computational and methodological constraints that can be overcome by lever-
aging advances in computer architecture, numerical methods, and economics
research. For example, many contemporary models use simple mathematical
formulations, numerical methods, and computer systems that restrict model
size and complexity unnecessarily. More modern formulations and solvers and
more powerful computer systems offer the potential to solve models several
orders of magnitudes larger, while still providing solutions in a reasonable
time. Thus, we can in principle create models that incorporate more details
of importance to decision makers such as increased industrial, regional, or
temporal resolution and capital and commodity vintages (Benhabib and Rus-
tichini, 1991; Cadiou et al., 2003; Salo and Tahvonen, 2003). For example,
understanding the distributional impacts of carbon emission policies (Fuller-
ton, 2009; Fullerton and Rogers, 1993) requires overlapping generations for
each income group (Auerbach and Kotlikoff, 1987). Having these models,
we can then study the interactions between policies that vary by region and
characterize important aspects of uncertainty such as the sensitivity of model
outputs to baseline assumptions.

Motivated by these considerations, we are developing a new model-
ing framework: the Community Integrated Model of Economic and Resource
Trajectories for Humankind (CIM-EARTH). Our goal is to facilitate and en-



courage the creation, execution, and testing of new economic models with
significantly greater fidelity and sophistication than is the norm today. We
envision the framework as combining (a) high-level programming that permits
the convenient formulation of a wide range of models, (b) a flexible imple-
mentation that permits the efficient solution of these models using advanced
numerical methods and high-performance computer systems, and (c) a suite
of tools for parameter estimation and model evaluation.

We seek not only to provide access to better economic formulations
and numerical methods but also to encourage the development and use of open
models. Transparent policy studies require that software and data be accessible
and understandable. Thus, we distribute our framework under an open-source
license that permits others to read the software, modify it, and redistribute
the modifications. Equally important, we structure the code in a way that
makes its meaning readily apparent. In addition, we design our software to
be modifiable and extensible, so as to facilitate the reuse of methodologies
and tools; a model generated by one researcher can be tested by others with
different data, compared to other models, and extended in new directions. In
this way, the barriers to entry for newcomers are greatly reduced, increasing
the diversity and quality of the ideas explored.

In this paper, we describe the key features of the CIM-EARTH frame-
work (Section 2), detail the particular model instance we use for studying the
impacts of a carbon tax on international trade and the sensitivity of these
impacts to the assumptions used to construct a baseline scenario (Section 3),
and present results on the extent to which carbon leakage limits global reduc-
tions in emissions for a handful of policy scenarios (Section 4). We conclude
in Section 5.

The focus of this paper is the tools and techniques employed, rather
than a detailed policy analysis. In particular, Section 3.2 develops an ensemble
of baseline scenarios for sensitivity studies using the energy efficiency and la-
bor productivity parameters that are highly relevant when analyzing emission
abatement policies, Section 4.1 describes our method for measuring embedded
carbon in goods and services for use in estimating the carbon content of in-
ternational trade flows, Section 4.2 introduces a matrix method for displaying
international carbon flows in order to visualize the impacts of climate policies,
and Section 4.3 provides results over our ensemble of baseline scenarios. These
tools and techniques can be adapted for more detailed studies of carbon leak-
age and for other policy studies. Scalar versions of the model used in the case
study are available from www.cim-earth.org.



2 CIM-EARTH Framework

To develop an accessible, understandable, modifiable, and extensible frame-
work, our overall architecture uses a modular design; proven numerical libraries
such as PATH (Dirkse and Ferris, 1995; Ferris and Munson, 1999, 2001), TAO
(Benson et al., 2010), and PETSc (Balay et al., 1997); and a high-level speci-
fication language. We discuss here those parts of the CIM-EARTH framework
that are concerned with specifying and solving CGE models.

CGE models determine prices and quantities for commodities such that
supply equals demand (Ballard et al., 1985; Ginsburgh and Keyzer, 1997; Scarf
and Shoven, 1984). Such models may feature the following:

• Many industries that each hire labor, rent capital, and buy inputs to
produce an output. Each industry chooses a feasible production schedule
to maximize its profit.
• Many consumers that choose what to buy and how much to work sub-

ject to the constraint that expenditures cannot exceed income. Each
consumer chooses a feasible consumption schedule to maximize his util-
ity function.
• Many markets where industries and consumers trade and where wage

rates and commodities prices are set to clear the markets. In particular,
if the price of a commodity is positive, then supply must equal demand.

Model instances are specified by defining the type of model (deterministic or
stochastic, myopic or forward looking); the size of the model (number of re-
gions, industries, consumers, and time periods); the details for the industries
and consumers (production and utility functions and their nested structure),
their parametrization (elasticities of substitution) and calibration data (expen-
ditures and tax data for the base year); dynamic trajectories (land and labor
endowments, energy efficiency, and capital accumulation); and any coupling
with other system components.

The initial version of the CIM-EARTH framework has been imple-
mented in the AMPL modeling language (Fourer et al., 2003). This language
is convenient for expressing large optimization and complementarity problems
using sets and algebraic constraints, provides access to a variety of commercial
and academic numerical methods, and automatically computes the derivative
information required by these methods when calculating a solution. We are
currently developing a next-generation system that uses a domain-specific lan-
guage to simplify model specification and can utilize parallel computers when
solving large models.



Figure 1: Basic nesting for production function.
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The primary challenge in developing such models is estimating the
production and utility functions that characterize the physical and economic
processes constraining the supply and demand decisions of industries and con-
sumers. For our CGE models, we use nested constant elasticity of substitution
(CES) production and utility functions in calibrated share form (Boehringer
et al., 2003),

y =

(∑
i

θi (γixi)
σ−1
σ

) σ
σ−1

,

where y is the ratio between the output of the industry to a base-year value, xi
are the ratios of the inputs to their base-year values, γi are efficiency parame-
ters that determine how effectively these factors can be used, θi are the share
parameters with θi > 0 and

∑
i θi = 1, and σ controls the degree to which the

inputs can be substituted for one another. The special cases of Leontief (σ=0)
and Cobb-Douglas (σ=1) functions are supported by our framework.

The nesting structure is depicted graphically by a tree, with each node
representing a production function with its own elasticity of substitution that
aggregates the inputs from below into a bundle. The root node represents the
total output from the production process. Figure 1 shows a simple case. In
the CIM-EARTH framework, we add intermediate variables for the internal
nodes, encode the individual functions by specifying the inputs and output,
and reconstruct the tree from this information. Since the nesting structure
is typically the same for each industry independent of the region in which it
resides, we provide facilities to convey this information and reduce the amount
of required coding.

Tables are used to convey the parametrization and calibration data.
These data include expenditures on inputs and tax information. The share
parameters are automatically computed given the nesting structure of the



production functions and the expenditure data for the base year. Also included
is support for ad valorem and excise taxes, import and export duties, and
endogenous tax rates such as those encountered in cap-and-trade policies.

Once the model structure and data are provided, we enter a preprocess-
ing phase to check consistency and make any necessary modifications. Con-
sistency checks include testing the nesting structure to ensure it is a tree.
Modifications are made to the tree structure, for example, to eliminate inputs
that have zero expenditures or minuscule shares. The modifications are ap-
plied iteratively so that if all the branches of a particular node are eliminated,
that node is also eliminated. Such modifications are necessary to ensure that
the nesting structure matches the expenditure data.

After preprocessing is complete, we have a set of constrained optimiza-
tion problems for the industries and consumers and market clearing conditions.
Because the optimization problems solved by the industries and consumers are
convex in their own variables and satisfy a constraint qualification, we can re-
place each with an equivalent complementarity problem obtained from the
first-order optimality conditions by adding Lagrange multipliers on the con-
straints. These optimality conditions in combination with the market clearing
conditions form a square complementarity problem.

The simplest dynamic CGE models are myopic, meaning that indus-
tries and consumers look only at their current state and do not consider the
future. In this case, after the preprocessing step, we loop over time and solve
a complementarity problem for each time step with fixed trajectories for land
and labor endowments, efficiency parameters, and emission factors. The cap-
ital stocks are dynamically updated at the end of each time period based on
depreciation and investment. Summary reports are written to user-defined
files once the complementarity problem for each time step is solved.

The complementarity problem solved at each time step is automatically
generated by the framework and is emitted in a scalar form so that it can be
inspected. The complementarity problem is solved by applying a generalized
Newton method such as PATH (Dirkse and Ferris, 1995; Ferris and Munson,
1999, 2001). PATH is a sophisticated implementation of a Josephy-Newton
method that solves a linear complementarity problem at each iteration using a
variant of Lemke’s method to obtain a direction and then searches along this
direction to obtain sufficient decrease for the merit function.



3 Model Instance

We next provide a detailed discussion of the model instance implemented in
the CIM-EARTH framework used for studying the impacts of a carbon tax
on international trade and the sensitivity of these impacts to the assumptions
used to construct a baseline scenario. In particular, we specify the structure
of the production functions and the data used to calibrate them in Section 3.1
and the exogenous trajectories for important economic drivers that define an
ensemble baseline scenarios in Section 3.2.

3.1 Structure

Table 1 shows the regions, industries, and factors in the model instance used
for our study. The regions are labeled with the aggregation used for report-
ing purposes. For each industry we indicate the structure of the production
functions: (A) agriculture, (E) extraction of fossil fuels, (M) manufacturing,
(N) electricity generation, (P) petroleum refining, and (S) service industries.
This industry aggregation was chosen to contain more detailed resolution in
the energy-intensive industries and in the industries that provide transport
services to importers for moving commodities around the world, since these
industries would be most affected by a carbon tax or cap-and-trade program.

The production functions in each region have the nested structure sum-
marized in Figure 2 and are loosely based on those used in the EPPA model
(Babiker et al., 2001). As before, each node represents a CES function ag-
gregating the production factors below it. The structure of the production
functions for the importers of each commodity in each region is also provided.
In addition, there is a capital goods industry in each region that aggregates
materials using a single Leontief production function. The capital goods indus-
tries do not demand fossil fuels, refined petroleum, electricity, or production
factors. These capital goods produced are demanded only by consumers in
their role as investors. All these industries are subject to ad valorem and ex-
cise taxes. We use elasticities of substitution taken from the CGE literature for
the industries and consumers (Balistreri et al., 2003; Liu et al., 2004; Webster
et al., 2008; Sokolov et al., 2009) and the GTAP database for the base-year
revenues, expenditures, and tax data. In particular, the share parameters are
calibrated with the GTAP version 7 database of global expenditure values with
a 2004 base year (Gopalakrishnan and Walmsley, 2008).

Trade among regions is handled through importers of each commodity
in each region. Importers are modeled like other industries using the nested



Table 1: Regions, industries, and factors for the CGE model used for this study.

Regions Industries Factors
United States (USA) Agriculture and Forestry (A) Capital
Western Europe (EUR) Coal Extraction (E) Labor
Rest of Europe (EUR) Gas Extraction (E) Land
Russia, Georgia, and Asiastan (RUS) Oil Extraction (E) Nat. Resources
Japan (JAZ) Cement (M)
Oceania (JAZ) Chemicals (M)
Canada (CAN) Nonferrous Metals (M)
China, Mongolia, and Koreas (CHK) Steel and Iron (M)
Brazil (LAM) Other Manufacturing (M)
Mexico (LAM) Electricity (N)
Rest of Latin America (LAM) Petroleum Refining (P)
Middle East and North Africa (ROW) Air Transport (S)
Rest of Africa (ROW) Land Transport (S)
India (ROW) Sea Transport (S)
Rest of South Asia (ROW) Government Services (S)
Rest of Southeast Asia (ROW) Other Services (S)

Note: The regions are labeled with the aggregation used for reporting the results obtained.
The industries are labeled by their production function structure: (A) agriculture, (E) ex-
traction of fossil fuels, (M) manufacturing, (N) electricity generation, (P) petroleum refining,
and (S) service industries.

CES production function shown in Figure 2. Table 2 shows the elasticities of
substitution between domestic and imported commodities and the Armington
international trade elasticities used for this study. We use a Leontief produc-
tion function to aggregate between the imported commodity and the relevant
total transport margin, so that the amount of transport demanded scales with
the amount of the commodity imported. We use three types of transportation:
land transportation, including freight by trucks and pipelines; air transporta-
tion; and sea transportation. Since importers do not care about the origination
of these transport services, we model international transportation of each type
as a homogeneous commodity with one global price. The model instance has
separate homogeneous transportation service industries for air, land, and sea
transportation. Each aggregates a single type of domestic transportation ser-
vice from all regions into a single commodity using a Cobb-Douglas production
function. These homogeneous transportation services are used only for inter-
national trade; domestic transportation services are included in the materials
nest of the other production functions.

This model does not contain a government consumer; it contains only
a government services industry, which include defense, social security, health
care, and education. Industries and consumers demand these government ser-



Figure 2: Structure of the production functions for the model instance used for

this study.
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Note: Each node represents a production function. Nodes with vertical line inputs use
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vices. The government services industry is treated like any other industry and
is subject to ad valorem and excise taxes. All taxes collected by a region are
returned to consumers in that region.

Capital is specific to each region in the model instance. Within each
region, we use a perfectly fluid capital model with a 4% yearly depreciation
rate. To spur investment in capital, we use the standard practice in myopic
CGE models in which investment contributes to consumer utility with the



Table 2: Elasticity of substitution parameters between domestic and imported

commodities and the Armington international trade elasticities by industry for

the CGE model used for this study.

Elasticity of Substitution
Industry Domestic/Import Armington

Agriculture and Forestry (A) 2.7 5.6
Coal Extraction (E) 3.0 6.1
Gas Extraction (E) 17.2 34.4
Oil Extraction (E) 5.2 10.4
Cement (M) 2.9 5.8
Chemicals (M) 3.3 6.6
Nonferrous Metals (M) 4.2 8.4
Steel and Iron (M) 3.0 5.9
Other Manufacturing (M) 3.4 7.2
Electricity (N) 2.8 5.6
Petroleum Refining (P) 2.1 4.2
Air Transport (S) 1.9 3.8
Land Transport (S) 1.9 3.8
Sea Transport (S) 1.9 3.8
Government Services (S) 1.9 3.8
Other Services (S) 1.9 3.8

Note: The industries are labeled by their production function structure: (A) agriculture,
(E) extraction of fossil fuels, (M) manufacturing, (N) electricity generation, (P) petroleum
refining, and (S) service industries.

investment amount calibrated to historical data. In particular, the investment
commodity the consumer buys is the output from the capital goods industry.
Investment enters the consumer utility function in a Cobb-Douglas nest with
the government services and consumption bundles, implying that fixed shares
of consumer income in each year is used for government services, investment,
and consumption. The change in the capital endowment in the next period
relative to the amount in the base year is obtained from the dynamic equation

yK,t+1 = (1− δ)yK,t +
x̄I,0
ȳK,0

xI,t,

where yK,t is the change in capital endowment (yK,0=1), xI,t is the change in
investment, and δ is the capital depreciation rate. The ratio of the base-year
investment quantity x̄I,0 to the base-year capital stock ȳK,0 is available from
the GTAP database.



3.2 Ensemble of Baseline Scenarios

We construct an ensemble of trajectories for important economic drivers such
as labor productivity and energy efficiency by extrapolation from historical
data that are input into the model instance. By running the model instance for
each set of forecasts without making any policy changes, we obtain an ensemble
of baseline scenarios that can be compared to existing baseline scenarios from
the literature. Moreover, by exploring policy scenarios over a range of baseline
scenarios, we can determine the sensitivity of a policy to the assumptions used
to generate the baseline scenario.

Our approach differs from much of the carbon leakage literature that
typically starts from a reference baseline scenario, chooses a single set of trajec-
tories to replicate it, and then determines the change in outcome for a variety
of policy scenarios, often without discussion of the scientific underpinnings of
the baseline scenario or how it has been integrated into the model. While the
trajectory of CO2 emissions, for example, may match the EIA forecast, the
parameters tuned to achieve this result and thus the assumptions made are not
described. This lack of documentation makes it difficult to compare results to
the literature, since the results are reported relative to a single hypothetical
baseline scenario for which the assumptions are not defined.

We now detail the construction of our ensemble of baseline scenarios,
which are parametrized by national aggregate energy efficiency and labor pro-
ductivity parameters. The space is reduced to two dimensions by assuming
perfect correlations for energy efficiency and labor productivity across regions.
We then compare the results from our baseline scenarios to forecasts of emis-
sions from the literature.

3.2.1 Energy Efficiency

We incorporate an energy efficiency parameter into each industry production
function to model the efficiency by which their input energy is used. The
inverse of regional industrial energy intensity is used as a proxy for the energy
efficiency of industry. Historical industry gross domestic product is obtained
from the UN database of national accounts, and historical industry energy
use is obtained from the IEA World Energy Balance database. These data
are used to calculate the yearly rate of change in industrial energy intensity.
Rates for all regions in our model instance are available from 1972 to 2007.
We truncate the data set to eliminate the two largest positive and negative
rates of change to eliminate strong variations from one-time political events
or economic crashes.



The median baseline scenario forecasts a constant rate of change in en-
ergy intensity after 2008 equal to a weighted geometric mean of the historical
rates. Minimum and maximum values on the forecast rate of change in energy
intensity for the other baseline scenarios are obtained using the standard devi-
ation of the historical rate data with a skewness factor. The skewness factor is
related to the slope of a linear regression model of the historical rate data. For
regions with a negative slope in the linear regression model, the rate of change
in energy intensity for the forecast years is skewed lower. Positive slopes are
treated similarly. In particular, we use

min = µ− σ
4

+ 5β
max = µ+ σ

4
+ 5β

(1)

where µ is the geometric mean of the historical data, σ is the standard devia-
tion, and β is the slope of the linear regression model. The only exception is
for the “Rest of Europe” region, where rapid increases in energy efficiency in
recent years from technological improvements and economic shifts spurred by
membership in the European Union would forecast an energy efficiency level
surpassing the gross energy efficiency levels forecast for the more developed
parts of Europe, the United States, and Japan by 2030–2040. Since these ef-
ficiency levels seem highly unlikely, the skewness factor is set to zero for this
region. The minimum, median, and maximum values for the forecast rate of
change in energy intensity for each region is found in Table 3. Intermediate
values are obtained by linear interpolation. Negative values for the rate of
change in energy intensity imply increased energy efficiency.

3.2.2 Population Growth and Labor Productivity

The other economic drivers we consider are population growth and labor pro-
ductivity, which are combined to estimate the labor endowment in each region.
We use gross population data from 1950 to 2008 with forecasts to 2050 from
the 2008 United Nations population database (United Nations, 2008) and his-
torical economic activity rates from 1980 to 2006 from the International La-
bor Organization (International Labor Organization, 2010) with projections
to 2020 to determine the economically active segment of the population.

Labor productivity is chosen to match forecasts extrapolated from his-
torical trends using data from the International Labor Organization Database
of Key Indicators of the Labor Market (International Labor Organization,
2009). This database contains data for most countries spanning 1980 to 2005.
For simplicity, we currently base labor productivity on the index of gross do-
mestic product per person employed, even though productivity indices are



Table 3: Maximum, median, and minimum values for the average percent rate

of change in energy intensity and labor productivity.

Energy Intensity Labor Productivity
Region max median min max median min

United States -1.65 -2.51 -3.17 1.93 1.76 1.59
Western Europe -1.74 -2.09 -2.46 1.58 1.45 1.31
Rest of Europe -1.39 -2.41 -3.43 3.83 3.26 2.70
Russia, Georgia, and Asiastan -1.08 -1.88 -3.71 2.64 1.63 0.62
Japan -0.97 -1.80 -2.19 1.94 1.69 1.45
Oceania 0.28 -0.35 -0.98 1.82 1.54 1.25
Canada -0.75 -1.31 -2.10 1.57 1.33 1.08
China, Mongolia, and Koreas -1.93 -2.54 -3.63 7.62 6.89 6.16
Brazil 1.02 0.67 0.32 1.27 0.27 0.09
Mexico -1.48 -2.07 -3.38 1.34 0.38 0.25
Rest of Latin America -0.17 -0.44 -1.68 1.28 0.78 0.27
Mid East and North Africa 0.83 0.07 -1.36 1.75 1.32 0.88
Rest of Africa -0.77 -1.09 -1.98 1.24 0.76 0.29
India -1.53 -1.92 -2.99 4.45 4.01 3.56
Rest of South Asia 0.09 -1.03 -1.78 2.78 2.50 2.21
Rest of Southeast Asia 0.30 -0.74 -1.73 4.31 3.82 3.33

Note: The median value is the linearly weighted geometric mean and the min and max
values are defined in (1).

available at sectoral resolution covering agriculture, forestry and fishing, man-
ufacturing, trade, and transportation and communication for many countries.
Forecasts of the rate of change in labor productivity are constructed in a
manner similar to the energy efficiency parameter. In particular, our median
baseline scenario assumes a constant rate of change in labor productivity equal
to a weighted geometric mean of the historical rates. The skewness parameter
is set to zero for all regions except Mexico and Brazil when determining the
minimum and maximum values because it either has a negligible impact or
produces unrealistic maximum values. For Mexico and Brazil, the skewness
parameter is set to the slope of the linear regression model to prevent the
minimum rate of change in the labor productivity parameter from becoming
negative. While the rate of change in labor productivity could be negative
for some regions over the next 25 years in some time periods, a sustained
negative rate of change in labor productivity is not realistic. The minimum,
median, and maximum values for the forecast labor productivity intensity for
each region are found in Table 3.



Figure 3: Percent rate of change in global CO2 emissions.
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Note: The comparison of historical data (large blue dots), the 2005 EIA forecast (small red
dots), SRES scenarios (light gray connected dots), and our ensemble of baseline scenarios
(dark solid lines) is plotted as yearly rates of change.

Figure 4: Global gross CO2 emissions.
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Note: The comparison of historical data (dashed blue line), 2005–2009 EIA forecasts (small
red dots), SRES scenarios (light gray solid lines), and our ensemble of baseline scenarios
(dark solid lines) is plotted as gross annual emissions.

3.2.3 Comparison to Emission Forecasts

By assuming perfect correlation among regions, we generate an ensemble of
baseline scenarios containing 25 members by taking the cross product of five
energy intensity and five labor productivity levels. In one scenario, for exam-
ple, each region uses the minimum value for their energy intensity parameter
and the maximum value for their labor productivity parameter. Figures 3–8
compare the emissions generated by our model instance for each element of



Figure 5: Percent rate of change in USA CO2 emissions.
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Note: The comparison of historical data (large blue dots), the 2005 EIA forecast (small red
dots), and our ensemble of baseline scenarios (dark solid lines) is plotted as yearly rates of
change.

Figure 6: USA gross CO2 emissions.
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Note: The comparison of historical data (dashed blue line), the 2005–2009 EIA forecasts
(small red dots), and our ensemble of baseline scenarios (dark solid lines) is plotted as gross
annual emissions. The EIA forecasts are labeled by the year they were released to highlight
the direction of the significant changes over the last 5 years.

the baseline ensemble to historical CDIAC data (Boden et al., 2009), 2005–
2009 EIA reference case forecasts (United States Energy Information Agency,
2009), and 40 SRES scenarios from the IPCC AR4 (Nakicenovic et al., 2000).
The unit for the reported gross emissions is billions of tonnes (Gt) CO2.

Our model is calibrated from data up to and including 2005 and we
have made no effort to account for the recent global recession. In particular,



Figure 7: Percent rate of change in CHK CO2 emissions.
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Note: The comparison of historical data (large blue dots), the 2005 EIA forecast (small red
dots), and our ensemble of baseline scenarios (dark solid lines) is plotted as yearly rates of
change.

Figure 8: CHK gross CO2 emissions.
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Note: The comparison of historical data (dashed blue line), the 2005–2009 EIA forecasts
(small red dots), and our ensemble of baseline scenarios (dark solid lines) is plotted as gross
annual emissions. The EIA forecasts are labeled by the year they were released to highlight
the direction of the significant changes over the last 5 years.

the trajectory for the USA is similar to the 2005 EIA baseline both in the
yearly rate of change (Figure 5) and in gross emissions (Figure 6). The EIA
has adjusted their baseline USA forecasts substantially over the last 5 years.
In particular, the slope of the EIA forecasts has been significantly modified.
While we appreciate that the global recession has produced several years of
flat or reduced emissions, we see no structural changes to the economy that
would cause the rate of emissions growth to stay low once economic growth
returns to previous levels, and so have not built this effect into the baseline
ensemble.



The difference between the rate of change and gross emissions trajecto-
ries for the global aggregate in our baseline ensemble and the baseline forecasts
produced by the EIA are due almost entirely to the divergence between fore-
casts for CHK beyond 2010. Since our parameters are rooted in extrapolation
from the historical record, our trajectories miss the dramatic slowing in emis-
sions for CHK forecast by the EIA. Our baseline trends show a decline in the
yearly rate of change in emissions for CHK after 2011 which is consistent with
the EIA forecasts. The significant drop in the rate of change in CHK emis-
sions in 2010, however, is not represented. In particular, the rate of change in
emissions for CHK in the EIA forecasts drops from 6% for 2009 to just more
than 3% for 2010 and continues to decline beyond 2010.

4 Case Study

In our case study, we examine the impacts of a carbon tax on international
trade, the extent to which carbon leakage limits global reductions in emissions,
the impact of border tax adjustments on reducing carbon leakage, and the
sensitivity of these impacts to the assumptions used to generate the baseline
scenario. To determine the extent of the carbon leakage for a particular policy,
we must first measure the emissions embedded in the traded commodities.
Our approach to carbon accounting is detailed in Section 4.1. We report
results from four policy scenarios in Section 4.2 using a matrix to visualize
international emission flows and then evaluate the dependence of the emission
forecasts to the underlying baseline scenario assumptions in Section 4.3.

4.1 Carbon Accounting

We measure the embedded emissions in each commodity by assuming conser-
vation of emissions. In particular, the emissions content of the output for an
industry is the sum of the emissions content of the constituent inputs and the
emissions generated during the production process from burning fossil fuels.
Alternative methods for determining emissions content can be found in Davis
and Caldeira (2010), for example.

Specifically, conservation of emissions is stated as

Ej,tyj,t =
∑
i

(
Ei,t + eji

)
xji,t (2)

where Ej,t is the emissions content per unit of commodity j at time t, yj,t is the
quantity of commodity j output by the industry, eji is an emissions factor that



determines the emissions generated per unit from input commodity i during
the production process, and xji,t is the quantity of input commodity i used in
the production of commodity j at time t. The emissions directly generated
by industry j at time t is the summation

∑
i e
j
ix
j
i,t, while global emissions

is
∑

j

∑
i e
j
ix
j
i,t, which equals the sum of the embedded emissions in all the

commodities consumed when the markets clear.
The emissions factors are positive when the input is a fossil fuel that is

burned and zero for all other inputs. The emission factors are industry specific
to account for regional and industrial differentiation in the types of input
commodities and their emission rates. For example, the steel industry uses a
large amount of coking coal with a high carbon content, while the electricity
generated by coal-fired power plants typically comes from lignite with a low
carbon content. Further, some industries use fossil inputs in the generation of
their outputs but do not burn them and hence have no new emissions generated
from them. In particular, the chemicals and plastics industries use natural gas
in their production processes, but do not burn the natural gas.

For a simple example, assume we have four commodities, coal, elec-
tricity, steel, and automobiles, where coal is burned to generate electricity,
electricity is used to produce steel and automobiles, steel is used to produce
automobiles, and consumers demand the automobiles. Given 10 units of each
commodity, we would then solve the system of equations

10Ecoal = 0
10Eelec = 10 (Ecoal + ecoal)
10Esteel = 7Eelec
10Eauto = 3Eelec + 10Esteel,

where the emissions factor for coal, ecoal, is known and we assume that the
production of coal does not generate any emissions. All emissions in this
example are generated from burning coal to produce electricity and total 10ecoal
emission units. The solution to the system of equation is

Ecoal = 0
Eelec = ecoal
Esteel = 0.7ecoal
Eauto = ecoal.

Since consumers demand all the automobiles produced, the emissions content
of the automobiles demanded, 10Eauto, equals the total emissions generated.



CGE models do not typically determine the actual quantities supplied
and demanded, but rather calculate the change in quantity relative to a base
year. Therefore, we rewrite (2) as

Ej,tȳjyj,t =
∑
i

(Ei,t + eji )x̄
j
ix

j
i,t ,

where ȳj is the base-year volume of commodity j output by the industry and
yj,t is the change in output relative to the base year at time t with yj,t = ȳjyj,t,
and x̄ji is the base-year volume of commodity i input for the production of
commodity j and xji,t is the change in demand relative to the base year for
those inputs at time t with xj,t = x̄jxj,t. The emissions generated by the
producers from each input in the base year, f̄ ji = eji x̄

j
i , is obtained from the

energy volume information in the GTAP-E database (Burniaux and Truong,
2002).

Moreover, the base-year quantities in the emissions expression, Eix̄
j
i ,

are generally unavailable. Hence, we compute the total emissions for the in-
dustry rather than compute the emissions content per commodity unit. In
particular, we make the substitution

Fj,t = Ej,tȳj

to obtain the equivalent system

Fj,tyj,t =
∑
i

(
Fi,t

x̄ji
ȳi

+ f̄ ji

)
xji,t .

In those cases where we know the base-year volume data, we directly compute
the ratio of x̄ji to ȳi. In all other cases, we compute the ratio from available
expenditure data,

x̄ji
ȳi

=
p̄ix̄

j
i

p̄iȳi
=
ēji
r̄i
≡ Φj

i ,

where p̄i is the base-year price of commodity i. The expenditure and revenue
data for each industry, ēji and r̄i, respectively, are known from the base-year
calibration data. In particular, Φj

i is the fraction of commodity i used by
industry j to produce their output. If the volume and expenditure data are
consistent, then the ratios computed from either method will be identical. For



a calibrated model where the markets clear in the base year,
∑

j Φj
i = 1 for all

commodities i. We then obtain the system of equations

Fj,tyj,t =
∑
i

(
Fi,tΦ

j
i + f̄ ji

)
xji,t . (3)

Working though the simple example above and assuming the model is
calibrated with y=1 and x=1, we obtain the equivalent system

Fcoal = 0
Felec = Fcoal + 10ecoal
Fsteel = 0.7Felec
Fauto = 0.3Felec + Fsteel.

The solution to this system is

Fcoal = 0
Felec = 10ecoal
Fsteel = 7ecoal
Fauto = 10ecoal.

Since consumers demand all the automobiles produced and the model is cal-
ibrated, the embedded emissions in the automobiles demanded are Fauto =
10ecoal = 10Eauto, which is consistent with the earlier calculation.

We estimate the emissions content F for each industry for given Φ, f̄ ,
x, and y by solving the linear system of equations (3). These amounts are
then used to determine the carbon taxes on imports and refunds on exports
for border tax adjustments. This system has more variables than equations
because of the land, labor, and capital factors. In our computations, we ignore
the emissions from these factors by fixing their embedded emissions to zero.
We are then left with a square system of linear equations that can be solved.

When a commodity is imported, we tax the embedded carbon emis-
sions. In terms of quantities, the tax collected by importer j on commodity i
is

tEix
j
i ,

where t is the tax rate per unit emissions. As before, we change variables so
that all quantities are measured relative to a base year. In particular,

tEix
j
i = tEix̄

j
ix

j
i = tEiȳi

x̄ji
ȳi

xji = tFi
p̄ix̄

j
i

p̄iȳi
xji = tFiΦ

j
ix

j
i .

We need compute only the total emissions in each industry, Fi; the emissions
per unit commodity, Ei, are not necessary.



4.2 Results for Policy Scenarios

The issue of carbon leakage has generated a significant literature and a variety
of approaches to estimation have produced a wide range of leakage estimates.
Babiker (2005), for example, uses the EPPA model to predict leakage in ex-
cess of 100% in one scenario based on an assumption of increasing returns to
scale. There exist far fewer estimates of the effects of border tax adjustments.
Babiker and Rutherford (2005) model the Kyoto Protocol and find substantial
leakage and small effects from border tax adjustments.

We consider four policy scenarios in this study:

1. A reference scenario with no climate policy using the median baseline
scenario described in Section 3.2 (REF).

2. A policy scenario using the median baseline scenario in which each An-
nex B country taxes carbon at 28.6 $/t CO2 (AB).

3. A policy scenario using the median baseline scenario in which each
Annex B country taxes carbon and imposes a tariff on the estimated
unpaid carbon content of imports from all non-Annex B countries at
28.6 $/t CO2 (AB-T).

4. A policy scenario using the median baseline scenario in which each An-
nex B country taxes carbon and assesses a border tax adjustment that
taxes the estimated total carbon content of all imports and refunds the
collected carbon taxes on all exports based on the total carbon content
at 28.6 $/t CO2 (AB-BTA).

More policy scenarios can be found in Elliott et al. (2010). A carbon price of
28.6 $/t CO2 was chosen because it is close to the median value in proposed
climate legislation. The two trade policy options AB-T and AB-BTA are ex-
amined for their effect on carbon leakage. For all policy scenarios, we solve the
CGE model instance for the given year using the embedded emissions estimate
from the previous year to determine the tariffs and border tax adjustments,
since this approach mimics how the policies would be implemented. For the
AB-T scenario where we compute only unpaid emissions content, we simply
set f̄ ji =0 for the producers in the Annex B countries. We always use the full
emissions data when computing the total emissions in the results.

To present results, we define a carbon flow matrix showing international
emission flows as a result of international trade. We calculate the total emis-
sions produced in each region from the fossil fuels burned, estimate the export
emissions flows, and assign the remaining emissions to local consumption. We
aggregate from 16 regions to 8 regions in the carbon flow tables for readability.



Table 4: Fossil fuel CO2 accounting in 2004 for the reference scenario.

REF Annex B Non Annex B
2004 USA EUR RUS JAZ CAN CHK LAM ROW Prod.
USA 5.012 0.280 0.007 0.095 0.177 0.109 0.209 0.112 6.002
EUR 0.303 3.928 0.063 0.072 0.028 0.096 0.066 0.306 4.863
RUS 0.071 0.408 1.468 0.022 0.003 0.083 0.022 0.100 2.178
JAZ 0.084 0.082 0.003 1.146 0.008 0.160 0.012 0.098 1.593
CAN 0.248 0.033 0.001 0.009 0.223 0.012 0.008 0.010 0.543
CHK 0.577 0.587 0.032 0.390 0.050 3.679 0.103 0.478 5.897
LAM 0.293 0.122 0.006 0.018 0.016 0.036 0.956 0.040 1.487
ROW 0.300 0.657 0.031 0.289 0.020 0.376 0.055 3.199 4.928
Cons. 6.888 6.096 1.610 2.043 0.5260 4.5509 1.432 4.344 27.491

Note: All numbers in billions of tonnes (Gt) CO2. The table shows carbon producers (or
exporters) on the vertical and carbon consumers (or importers) on the horizontal. The
diagonal gives domestic consumption. The right column labeled “Prod.” gives the total
carbon produced (emitted) in each region. The bottom row labeled “Cons.” gives the total
carbon consumed in each region (embedded in domestic goods and imports).

The countries in each aggregate region are shown in parenthesis in the first
column of Table 1. Japan and Oceania, for example, are aggregated to JAZ.

The carbon flow matrix for the reference scenario in the 2004 base year
is shown in Table 4. All numbers are reported in billions of tonnes (Gt) CO2.
The row sum in the right column of the table is the total emissions generated
by producers in the region, while the column sum in the bottom row shows
the total embedded emissions in the commodities demanded by the consumers
in each region. The difference between the row sum and the column sum
determines whether the region is a net importer or exporter of emissions. In
particular, USA is a net importer of 0.885 Gt CO2, while CHK is a net exporter
of 1.347 Gt CO2. The lower-right corner indicates global emissions of 27.491
Gt CO2. For the 2004 base year, the global emissions are in good agreement
with the emissions database produced by GTAP from the IEA energy database
(Lee, 2009) and with the CDIAC National Fossil-Fuel CO2 Emissions database
Boden et al. (2009). The remainder of the matrix indicates the international
emission flows. The diagonal value is the emissions generated in the given
region that are not exported, while the off-diagonal values are the emissions
embedded in imports and exports. Looking at the USA row, of the 6.002
Gt CO2 produced, 5.012 Gt CO2 are embedded in commodities demanded by
the USA consumer, while 0.280 Gt CO2 are exported by USA to EUR. From
the USA column, of the 6.888 Gt CO2 in commodities demanded by the USA
consumer, 5.012 Gt CO2 were generated domestically, while 0.577 Gt CO2 are
imported by USA from CHK.



Table 5: Percent change in emissions in 2020 for the AB policy scenario.

AB Annex B Non Annex B
vs. REF USA EUR RUS JAZ CAN CHK LAM ROW Prod.
USA -27.2 -20.0 -22.5 -27.0 -21.7 -25.4 -30.0 -29.6 -26.8
EUR -23.6 -23.3 -19.6 -18.3 -17.7 -21.6 -23.4 -28.2 -23.5
RUS -38.0 -33.9 -29.4 -34.6 -34.0 -37.6 -40.0 -35.6 -31.5
JAZ -14.2 -14.4 -17.2 -32.9 -18.8 -22.3 -19.3 -25.0 -28.8
CAN -20.8 -18.6 -16.2 -19.0 -26.1 -19.8 -20.1 -20.7 -22.8
CHK 1.1 1.8 2.0 3.0 2.0 2.8 2.3 1.3 2.4
LAM 24.7 14.0 47.7 4.3 25.9 3.0 6.6 5.4 10.7
ROW 8.0 12.8 18.5 15.2 8.4 6.2 9.6 4.7 6.6
Cons. -19.4 -15.1 -26.7 -15.6 -17.0 0.3 -1.0 -0.1 -9.9

Note: This policy scenario has a constant 28.6 $/t CO2 (USD per tonne carbon) tax levied
in all Annex B countries starting in 2012, relative to the reference scenario. The largest
gross changes (|∆E| ≥ 0.05 Gt CO2) are shown in bold, and the smallest (|∆E| ≤ 0.01
Gt CO2) are shown faded.

Table 5 shows the carbon flow matrix for the AB policy scenario with
a carbon price of 28.6 $/t CO2 (AB) relative to the reference scenario. The
upper-left block of the matrix shows decreased trade among the Annex B
regions relative to the reference scenario, while the lower-right block shows in-
creased trade among the non-Annex B regions. The emissions embedded in ex-
ports from Annex B to non-Annex B countries shown in the upper-right block
of the matrix decreases from a combination of the exporting nations switching
to cleaner production processes and exporting less because the cleaner com-
modities are more expensive. Carbon leakage is indicated by the lower-left
block of the matrix. In particular, imports to Annex B counties from non-
Annex B countries increase since the commodities from non-Annex B coun-
tries are less expensive than the cleaner commodities produced domestically.
As can be seen by comparing the change in total emissions produced by an
Annex B region (the last column of the table) to the change in total consumed
emissions (the last row in the table), the emissions from consumption for each
Annex B region falls more slowly than their generation of emissions because
of leakage. For example, USA reduces its generation of emissions in 2020 by
26.8% relative to the reference scenario with the AB policy, but only decreases
its consumption of emissions by 19.4%. This leakage is the result of increased
imports of dirty commodities from non-Annex B regions.

The addition of a tariff on embedded emissions in the AB-T policy sce-
nario has a small, but not insubstantial effect on global emissions. Where the
emissions are generated changes substantially from the AB policy scenario, as
shown in Table 6. In particular, increased trade among the Annex B countries
causes them to increase their emissions generated. For example, USA has a



Table 6: Percent change in emissions in 2020 for the AB-T policy scenario.

AB-T Annex B Non Annex B
vs. REF USA EUR RUS JAZ CAN CHK LAM ROW Prod.
USA -25.5 -18.1 -20.7 -16.4 -19.2 -35.8 -36.2 -37.7 -25.8
EUR -12.4 -19.9 -17.6 -14.9 -14.3 -33.4 -31.5 -36.6 -21.0
RUS -27.8 -30.0 -27.8 -24.2 -30.9 -49.9 -51.6 -45.1 -30.3
JAZ -12.8 -15.0 -17.0 -25.8 -18.1 -35.5 -28.0 -35.8 -26.7
CAN -14.8 -18.6 -13.7 -16.7 -22.3 -32.1 -29.1 -30.7 -19.8
CHK -9.4 -10.5 -12.1 -11.1 -11.9 3.8 13.6 8.6 0.9
LAM -8.5 -4.0 10.6 -2.7 -4.6 3.6 5.7 7.3 2.7
ROW -5.2 -6.9 -9.2 -8.1 -6.2 8.0 16.6 4.6 2.8
Cons. -21.1 -17.3 -26.5 -18.8 -18.6 0.5 -0.8 0.2 -10.7

Note: A policy scenario with a constant 28.6 $/t CO2 (USD per tonne carbon) tax levied in
all Annex B countries and on the unpaid emissions embedded in imports from non-Annex B
countries starting in 2012, relative to the reference scenario.

Table 7: Percent change in emissions in 2020 for the AB-BTA policy scenario.

AB-BTA Annex B Non Annex B
vs. REF USA EUR RUS JAZ CAN CHK LAM ROW Prod.
USA -25.6 -19.0 -21.4 -18.7 -20.4 -23.9 -16.9 -22.0 -24.7
EUR -13.7 -20.2 -17.5 -15.9 -15.6 -25.8 -21.8 -23.1 -20.1
RUS -31.8 -32.6 -30.3 -29.0 -33.5 -16.4 -18.9 -12.4 -28.7
JAZ -13.4 -15.9 -16.5 -26.3 -18.8 -25.8 -20.4 -27.7 -25.1
CAN -15.6 -19.1 -13.5 -18.2 -23.1 -24.7 -20.8 -22.1 -19.6
CHK -8.0 -8.9 -10.0 -9.9 -10.3 3.1 9.4 5.6 0.3
LAM -9.9 -2.7 15.5 -1.3 -2.8 -1.0 4.0 0.6 0.5
ROW -4.1 -5.8 -6.4 -7.1 -4.5 1.8 7.9 3.2 1.2
Cons. -20.8 -17.4 -28.5 -18.4 -18.6 0.5 0.2 0.5 -10.8

Note: A policy scenario with a constant 28.6 $/t CO2 (USD per tonne carbon) tax levied in
all Annex B countries and on the total emissions embedded in all imports with refunds on
all exports for the carbon taxes levied starting in 2012, relative to the reference scenario.

26.8% reduction in emissions produced in the AB scenario relative to the refer-
ence scenario, but only a 25.8% reduction in the AB-T scenario. Trade among
the non-Annex B countries generally increases. However, the off-diagonal
blocks show decreased trade between Annex B and non-Annex B countries,
including further reductions to exports from Annex B to non-Annex B regions
shown in the upper-right block of the matrix. The net result is a small re-
duction in global emissions. Moreover, we can see a narrowing of the change
in total emissions produced by an Annex B region to the change in total con-
sumed emissions compared to the AB policy scenario, indicating less carbon
leakage.



Results from adding border tax adjustments in the Annex B countries
are shown in Table 7. The refunds on the collected carbon taxes on all exports
from Annex B countries results in increased production and more exports
to non-Annex B countries, but reduces the amount of trade between non-
Annex B countries and hence their emissions. The result is a small reduction
in total global emissions. The producers in Annex B countries are better off
because exports to non-Annex B countries shown in the top-right block of the
matrix are reduced less under this scenario than the AB-T policy scenario.
For example, USA has a 35.8% reduction in exports to CHK relative to the
reference scenario under the AB-T policy scenario, but only a 23.9% reduction
with the AB-BTA policy scenario. We also see a narrowing of the change in
total emissions produced by an Annex B region to the change in total consumed
emissions compared to the AB-T policy scenario, indicating further reductions
in carbon leakage.

4.3 Results for Ensemble of Baseline Scenarios

The forecasts generated by any model instance depend on both the policy sce-
nario and the baseline assumptions used to construct the dynamic trajectories
for labor productivity and energy intensity. We now study the sensitivity of
the emissions forecasts from our model to the baseline assumptions. We are
most interested in gross emissions since they are used to define policy tar-
gets in international agreements and are useful for measuring carbon leakage
by comparing the overall reduction in emissions from Annex B countries to
subsequent increases in emissions for non-Annex B countries.

To complete this analysis, we produced forecasts of emissions with our
model instance using the parameters in each of the 25 baseline scenarios out-
lined in Section 3.2. Figure 9 compares the reduction in USA emissions (upper
plots), the reduction in total emissions from Annex B countries (middle plots),
and the total increase in emissions from non-Annex B countries (lower plots)
in 2020 across the range of baseline scenarios for the AB policy scenario. Each
point in the figure corresponds to a set of baseline assumptions. The point in
the upper left plot with coordinates (7.87,−2.11) corresponds to the median
baseline scenario. The first coordinate, 7.87 Gt CO2, is the gross emissions
forecast for the reference policy. The second coordinate, −2.11 Gt CO2, in-
dicates the change in gross emissions for the AB policy scenario relative to
the reference policy with the same baseline. The sum of the two coordinates,
5.76, is the gross emissions forecast for the AB policy scenario with the median



Figure 9: Policy implications of AB scenario.
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Note: Each point in the plots corresponds to a baseline scenario. The coordinates are the

forecasts for the reference policy and the AB policy scenario. Along the horizontal, each

baseline scenario is ranked by the gross CO2 emissions in 2020 for the reference policy. On

the vertical, we plot the impact of the AB policy scenario. The left plots measures gross

emissions reductions, while the right plots measures percent reductions. The upper, middle,

and lower plots are for the USA, Annex B counties, and non-Annex B countries, respectively.

Points connected by solid black lines have a fixed value of the labor productivity parameter

and varying energy intensity; points connected by red dashed lines have fix energy intensity.

baseline scenario. The right plots are similar except the second coordinate is
the percent change in emissions relative to the reference policy.



The points are connected with solid black lines to indicate baseline
scenarios with the same value of the labor productivity parameter and varying
energy intensity. The points connected with red dashed lines have the same
value of the energy intensity parameter and varying labor productivity. The
top black line in the upper-left plot corresponds to baseline scenarios with the
minimum value for the rate of change in labor productivity, while the bottom
black line is the baseline scenarios with the maximum value. The left dashed
line is the scenarios with the lowest rate of change in energy intensity, while the
right dashed line is the highest. The slope of the lines indicates the sensitivity
of the metric to different rates of change in energy intensity (black lines) or
labor productivity (red dashed lines). Flat lines, such as the black lines found
in the upper-left plot of the gross reduction in emissions for the AB policy
scenario relative to the reference policy for the USA, indicate low sensitivity,
while more vertical lines indicate higher sensitivity.

The relative impact of the policy on gross emissions in the Annex B
countries appears to be more sensitive to the rate of change in energy inten-
sity than to the rate of change in labor productivity. The USA is a notable
exception, where gross emissions reductions are more sensitive to the rate of
change in labor productivity than to the rate of change in energy intensity.
Measured in percent reduction relative to the reference policy, the ensemble of
baseline scenarios has a sensitivity range for gross emissions in the Annex B
countries of about 1.3%. Emissions increases in the non-Annex B regions are
more sensitive to changes in labor productivity than to energy intensity.

Overall, the median baseline scenario shows a decrease of 5.4 Gt CO2

across the Annex B counties and an increase in emissions of 1.07 Gt CO2 across
the non-Annex B countries, implying almost 20% carbon leakage. Unsurpris-
ingly, baseline scenarios with higher emissions lead to more carbon leakage,
since Annex B regions are forced to pay more carbon taxes for production. In
percent terms, the carbon leakage is less sensitive to different rates of change
in labor productivity than to different rates of change in energy intensity.

In the USA, the ensemble of baseline scenarios shows a gross 2020
emissions range of 7.6–8.1 Gt CO2 or about 6% of the median value, with
a gross emissions reduction range of 2.10–2.13 Gt CO2 or about 1.5% of the
median value. In aggregate, the range across all Annex B countries is almost
10% of median gross emissions and the gross emissions reduction is around
4.5% of the median value. The results across the non-Annex B countries are
similar with a range of almost 13% of the median value for gross emissions
and a range of about 5.5% of the median value for gross emissions reductions.
Given that these results are over a fairly compact ensemble of baseline scenarios
when compared to the span of the EIA baseline forecasts over the past five



years shown in Figure 6, measuring policy impacts with high accuracy against
historical targets, such as the USA emissions target under the nonbinding
international agreement from the December 2009 Copenhagen meeting of a
17% reduction from 2005 emissions levels by 2020, would be difficult.

5 Conclusion

In this paper, we introduced the CIM-EARTH framework for specifying CGE
models, detailed a model instance used to study the impact of carbon emission
policies, and presented results for a handful of policies and the sensitivity of
those results to baseline assumptions on the rate of change in both the labor
productivity and energy intensity trajectories. Additionally, we described a
method for measuring embedded carbon in commodities, used it to estimate
carbon content in international trade flows, and introduced a matrix method to
display international emissions flows to highlight the major mitigation impacts
of climate policies.

Many extensions to the modeling framework are either under develop-
ment or planned. In particular, we are planning to introduce fully dynamic
CGE models and to augment the set of building blocks available to assem-
ble model instances. These building blocks include capital and product vin-
tages (Benhabib and Rustichini, 1991; Cadiou et al., 2003; Salo and Tahvonen,
2003) and overlapping consumer generations (Auerbach and Kotlikoff, 1987).
We also plan to add private learning, research and development, and technol-
ogy adoption (Boucekkine and Pommeret, 2004; Futagami and Iwaisako, 2007;
Hritonenko, 2008; Zou, 2006) and to include household production functions,
nonseparable utility functions, and heterogeneous beliefs.

Our framework allows us to systematically explore the sensitivity of the
simulation results to a wide range of input uncertainties including the elastic-
ities of substitution, the base-year expenditure and revenue data, and the
assumptions used to construct the dynamic trajectories. To explore the sensi-
tivity of policy-relevant metrics to the dynamic trajectories, we constructed an
ensemble of baseline scenarios. Our results indicate that the gross reduction in
emissions relative to the reference policy is more sensitive to energy intensity
than to labor productivity across the Annex B countries. The exception is
the USA, which is much more sensitive to labor productivity than to energy
efficiency. The non-Annex B countries are more sensitive to labor productiv-
ity. Given the range of results across our relatively small ensemble of baseline
scenarios, measuring policy impacts against historical targets, such as a 17%



emissions reduction from 2005 levels by 2020 in the USA, with high accuracy
may already be problematic.
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