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ABSTRACT Off-axis integrated cavity output spectroscopy
(OA-ICOS) has generated much interest because it poten-
tially allows highly sensitive field measurements with robust
optical alignment. We discuss here design choices involved
in design of an OA-ICOS instrument and how these choices
impact instrument sensitivity, using as our example the de-
sign of the Harvard ICOS isotope instrument, which demon-
strates the highest reported sensitivity for mid-IR OA-ICOS
(2.4×10−11 cm−1Hz−1/2 at 6.7 µm, obtained during measure-
ments of water vapor isotopologues H2O, HDO, and H2

18O
in the laboratory and onboard NASA’s WB-57 high-altitude
research aircraft). We compare the sensitivity of several OA-
ICOS instruments with differing design parameters, show how
comparisons are hindered by differing definitions of instru-
ment performance metrics, and suggest a common metric of
MDAmeas, the fractional absorption equivalent to 1σ uncertainty
in an actual measurement, normalized to 1 s integration. We
also note that despite an emphasis on sensitivity in the litera-
ture, in the Harvard ICOS isotope instrument and likely also
similar instruments, systematic errors associated with fitting
of the baseline laser power are of equal importance to total
measurement uncertainty.

1 Introduction

Since its development a decade ago [1, 2], inte-
grated cavity output spectroscopy (ICOS, or alternatively,
CEAS for “cavity-enhanced absorption spectroscopy”) has
generated strong interest among the spectroscopic commu-
nity for its longer optical path and promise of correspond-
ingly higher sensitivities. Traditional tunable diode laser
absorption spectroscopy (TDLAS) using multipass Herriott
or White cells is limited to pathlengths of ≈ 100 m. ICOS,
in which narrowband cw laser light is trapped in highly
reflective optical cavities for up to tens of microseconds,
can produce effective optical pathlengths of several to tens
of km in the mid-IR and near-IR, respectively. (Maximum
mirror reflectivities are higher in the near-IR). The intro-
duction of off-axis alignment permitted the use of ICOS

✉ Fax: +1.773.702.9505, E-mail: moyer@uchicago.edu

for field measurements by allowing less stringent stabil-
ity requirements [3]. Off-axis alignment removes the need
to lock the cavity to the laser wavelength by producing
a dense mode structure such that even narrow-band lasers
(∆ν < 1 MHz) couple to many cavity modes simultaneously.
The result is alignment robustness at the cost of a steep
reduction in cavity throughput power, a tradeoff that is
nevertheless acceptable for many industrial and scientific
applications.

In recent years numerous groups have explored the use of
off-axis ICOS (OA-ICOS) (e.g. [4–10]). One factor driving
interest in the technique is the increasing use of optical spec-
troscopy for measuring the isotopic composition of gas-phase
species (e.g., [11–19]). Isotopically substituted molecules are
some 100–10 000 times less abundant than the most com-
mon isotopologues and fractional measurement uncertain-
ties must often be < 0.01%−1% (depending on the species)
to be scientifically useful. Isotopic measurements therefore
place a premium on sensitivity, making high-finesse cavity
based techniques such as OA-ICOS appealing for isotopic
studies [7, 9, 16].

We discuss here the design decisions involved in achiev-
ing high-sensitivity OA-ICOS measurements and in particular
the design of a new instrument, the Harvard ICOS isotope in-
strument (henceforth “Harvard ICOS”). Harvard ICOS uses
OA-ICOS for the measurement of water vapor isotopic com-
position, making simultaneous measurements of H2O, HDO,
and H2

18O [20]. We use comparisons with several other
OA-ICOS instruments to highlight how design choices affect
overall sensitivity (Sect. 5). We also discuss additional factors
that may be more important than sensitivity in determining
total measurement uncertainty (Sect. 4).

2 Off-axis ICOS

The OA-ICOS technique has been reviewed exten-
sively in the literature (e.g. [3, 4]). We highlight here only
some of the most relevant aspects for achieving high sensitiv-
ity. Briefly, as in all cw cavity-enhanced techniques, a narrow-
band cw laser is injected into a closed optical cavity formed by
a pair of high-reflectivity mirrors and tuned over an absorption
feature of interest. The optical pathlength of the resulting ab-
sorption spectrum can be thought of as the distance that light
travels during the mean residence time τ of a photon in the
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optical cavity

τ = L
c(1 − R+αL)

, (1)

where R is the mirror reflectivity and α the per-pass intracav-
ity absorption. Effective optical pathlength is then

Leff = L
(1 − R+αL)

. (2)

The resultant gain factor can be large. With 200 ppm mirrors
(R = 99.98%) and an evacuated cavity (α = 0), the gain factor
is 1/(1 − R) = 5000, and a one-meter optical cell would yield
an effective pathlength of 5 km.

The presence of an absorber lowers the cavity gain and
therefore the effective pathlength. If peak αL is significant
compared to (1 − R), an OA-ICOS absorption spectrum is
not described by the Beer–Lambert law but has a broader
lineshape with linecenter absorption depressed relative to the
wings. Absorption features will also be skewed if the laser
scan rate is high enough that the time to sweep across a spec-
tral line is comparable to the cavity time constant. However,
spectra can be accurately fit and concentrations retrieved even
for quite severe skews. (See [20] for a discussion of fitting
algorithms).

In OA-ICOS, light is injected off-axis to alter the reson-
ance properties of the cavity, allowing simultaneous pumping
of many transverse modes to produce a dense cavity mode
spectrum. It can also be instructive to think of a cavity with
an ideal Herriott or Lissajous pattern with spatial separation
of successive passes as a folded cavity of length nL, where
n is the number of passes before the reentrant condition is
attained [21]. The effective cavity free spectral range then
becomes FSReff = c/(2nL). In the limit of small overlap be-
tween spots, these two views are equivalent, and the simplified
picture has predictive value for understanding resultant mode
spectra. Note that while effective optical pathlength is deter-
mined by mirror reflectivity and cell length, cavity FSReff is
a function of alignment: n ̸= 1/(1 − R). The aim of off-axis
alignment in OA-ICOS is to reduce cavity FSReff to well be-
low the laser linewidth so that variations in coupling over the
duration of the scan become negligible.

In practice, the goal of perfectly non-resonant coupling
is not achieved. Fluctuations in laser coupling are in fact
the dominant limitation on spectroscopic sensitivity in most
OA-ICOS experiments. These spurious cavity resonances are
not stable with wavelength but result from laser phase noise
and/or mechanical instability of the cavity [6, 22]. The resul-
tant “optical noise” is tractable by signal averaging.

Because an OA-ICOS cell is largely non-resonant, any at-
tempt to increase effective optical pathlength by use of higher-
reflectivity mirrors necessarily comes at the expense of power
incident on the detector. The power transmitted through a cav-
ity in a perfectly non-resonant configuration would be

I = I0
1
2

T , (3)

where T is the mirror transmission and the factor of two re-
sults from the loss of light through both front and rear mirrors.

In the limit that absorptive losses are negligible, T = 1 − R
and

I ≈ I0
1
2
(1 − R) , (4)

meaning transmitted power is reduced by the same gain factor
that boosts effective pathlength. In practice, absorptive losses
are often comparable to transmission, producing still greater
reduction in power at the detector.

3 Design choices and tradeoffs

Design of OA-ICOS instruments involves consid-
eration of many factors, including cost, weight, robustness,
accuracy, ease of use, and sensitivity. In the design of Harvard
ICOS, the overwhelming priority was sensitivity, because the
limiting molecule in the target measurement, HDO, has mix-
ing ratios of < 1 ppbv in the dry stratosphere. Because design
decisions were made almost solely with this goal in mind,
this experiment serves as a useful example for exploring the
instrumental tradeoffs associated with sensitivity. The basic
configuration of Harvard ICOS is typical of OA-ICOS experi-
ments (Fig. 1), so considerations undertaken during its design
will be broadly applicable to other OA-ICOS instruments.

The resulting choices for Harvard ICOS are somewhat
different from those made by most OA-ICOS users, notably
a more aggressive scan rate and a reduced contribution of op-
tical noise relative to detector and electronic noise. Although
most published OA-ICOS experiments to date are config-
ured such that optical noise is the dominant limitation and
detector and electronic noise insignificant, we found that opti-
mal measurement sensitivity was achieved when the two noise

FIGURE 1 Schematic of the optical layout of the Harvard ICOS Isotope In-
strument, which is typical of OA-ICOS experiments (top). Drawing of the
resulting field instrument (bottom)
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sources were approximately equal. Design tradeoffs involving
loss of power at the detector then became important.

3.1 Instrument description

The Harvard ICOS light source is a liquid-nitrogen-
cooled cooled cw quantum cascade laser (QCL) producing
≈ 35 mW output power at 6.7 µm (Alpes Lasers). Light
from the QCL is collimated by an internal lens and passes
through a beam splitter, with a fraction diverted to a diagnostic
Ge etalon (free spectral range 0.0198 cm−1) used as a fre-
quency reference. The majority of the light is beam-shaped
by a telescope and directed into an optical cavity consisting
of two spherical ZnSe mirrors of radius of curvature 140 cm
(R = 99.98% or (1 − R) ≈ 215–235 ppm, coating by Lohn-
star Optics) mounted 90 cm apart for a d/ f of 1.3, optimized
for minimizing beam interferences. (Note that R, although
constant during a data run, varies somewhat with efficacy of
cleaning after the cell has been opened). Light exiting the cav-
ity is focused onto a liquid-nitrogen-cooled HgCdTe detector
(Kolmar Technologies). A quarter-wave plate (labeled “WP”
in Fig. 1) functions as an optical isolator to minimize feedback
into the laser. In the experiments described here, the laser is
current-tuned over a wide scan, 1.5 cm−1, to measure multiple
lines of water isotopologues (H2O, HDO, and H18

2 O) as well as
CH4. All control and signal-processing electronics were built
in-house.

In its field use, the OA-ICOS based instrument was
mounted on NASA’s WB-57 high-altitude aircraft and flown
to altitudes of 18 km, drawing ambient air into the optical cell
and making in-situ measurements of gas-phase water. When
sampling, cell pressure is maintained at 40 Torr and gas tem-
perature at 25 ◦C, with temperature gradients across the cell at
< 0.5 ◦C. (During the lowermost altitudes on ascent and de-
scent, the cell is sealed and filled with dry nitrogen to protect
the mirrors). The instrument was flown on NASA-sponsored
science campaigns between 2005–2007. The experimental
configuration, flight instrument, sampling strategy, and fit al-
gorithms are described in more detail in [20, 23].

3.2 Laser source and wavelength

If an OA-ICOS experiment is to make use of long
optical pathlength, it must also use a high-power light source,
since the higher the mirror reflectivity, the lower the cavity
throughput. During the design phase of the experiment de-
scribed here, cw diode lasers of reasonably high power (tens
to hundreds of mW) were available at only one fundamental
ro-vibrational water band, ν2 at 6.7 µm. Measurements could
also be made with near-IR DFBs in various combination and
overtone bands. Near-IR DFB beam quality is far better, mir-
ror coatings can be made more reflective, and near-IR InGaAs
detectors (D∗ > 1 ×1012 Jones) are also better than mid-IR
HgCdTe detectors (D∗ ≈ 7 ×1010 Jones). It is unlikely that
any experiment using mid-IR QC lasers can match the best
intrinsic sensitivity reported in the near-IR (e.g. [6]). Never-
theless, the strength of molecular absorption lines in the ν2
fundamental is an order of magnitude greater than those in
combination bands. We estimated that we should choose the
mid-IR if spectroscopic sensitivity could be kept to within an
order of magnitude of that for near-IR OA-ICOS.

3.3 Mirror and detector size

Spurious resonant couplings that produce optical
“noise” increase when beams in the optical cavity overlap, re-
ducing the cavity FSReff. Larger mirrors that allow a larger
beam pattern footprint therefore allow reduced optical reson-
ance noise. A larger beam pattern, however, requires a larger
detector (or suffers greater power loss), because cavity output
cannot be perfectly focused. As larger detectors have intrin-
sically lower detectivity, mirror size cannot increase indefi-
nitely: at some point detector and electronic noise will become
the dominant limitation. The optimum tradeoff must be eval-
uated for each experiment or instrument. With the 6.7 µm
QC lasers used in these experiments, whose beam quality
was relatively poor, instrument design was driven toward very
large mirrors to accommodate a large beam pattern. After test-
ing a variety of mirror diameters, we settled on 4′′, with a cor-
responding 4′′ diameter ZnSe focusing lens and a custom-built
3 mm HgCdTe detector. Even with a detector of this size, we
capture only some 50% of the output light from the far mirror
of the cavity.

3.4 Mirror reflectivity

As discussed above, OA-ICOS involves an in-
evitable tradeoff between optical pathlength and transmitted
power, and therefore between absorption depth and detec-
tor and electronic noise relative to signal. In the hypothetical
case of perfectly transmissive optical cavity mirrors, the rela-
tive contribution of detector and electronic noise would be
independent of mirror reflectivity: per-pass noise-equivalent-
absorption due to these noise sources alone, Adet, would be
constant for all R. In practice, mirrors have finite absorptive
losses and

Adet ∝ ((1 − R)/T )2 = 1/(FT )2 , (5)

where FT is the fraction of mirror loss that is transmitted. In
dielectric coated mirrors, R increases and FT decreases with
the number of coating layers, so Adet increases with reflectiv-
ity. Use of more reflective cell mirrors is then counterproduc-
tive if detector and electronic noise dominate.

In the OA-ICOS configuration described here, optical
noise was sufficiently low that detector and electronic noise
were a significant limiting factor and this tradeoff was of im-
portance. The mirror design for the experiment was tailored
accordingly, reducing the number of coating layers from an
initial 10 to 9 to increase FT at the expense of reflectivity.
(As (1 − R) increased from ≈ 160 ppm to ≈ 215 ppm, FT in-
creased from ≈ 45% to ≈ 70%, giving us a 60% reduction
in Adet). The optimal mirror coating for a given OA-ICOS
experiment will depend on the particular laser, detector, and
mirrors used.

3.5 Scan rate

The optical resonances that limit sensitivity require
time to build up in the cavity. Faster scanning therefore re-
duces optical noise, but faster scanning also increases skew
on the resulting spectral features. We found optimal measure-
ment sensitivity at scan rates that were aggressive compared
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to those of most OA-ICOS users, scanning over the FWHM of
a spectral line in some three cavity time constants

τline ≈ 3τ (6)

or

fline ≈ 0.3 fcav , (7)

where e.g. fcav = 1/(2πτ). We then oversample the resulting
skewed spectral lines strongly. The tradeoff in reduced optical
noise warrants these scan rates as it exceeds any decrease in fit
precision due to line skew.

4 Measurements and results

Implementation of this design resulted in achieve-
ment of satisfactory sensitivity for measurement goals. In fi-
nal configuration, in both laboratory and flight we routinely
achieved a noise-equivalent absorption sensitivity (NEAS) of
2.4 ×10−11 cm−1Hz−1/2 (Fig. 2) [20]. This sensitivity is less
than the maximum achieved in near-IR OA-ICOS but is the
highest reported for mid-IR OA-ICOS. The achieved NEAS
corresponds to a 1 s minimum detectable absorption during
a normal scan (MDAps) of 3.6 ×10−4. In good alignment con-
ditions, integration to over 100 s is possible with noise sup-
pression characteristic of white noise (Fig. 3).

Measurement precision is consistent with this inferred
sensitivity, though it is determined not from NEAS but from
fitting of spectra from calibration runs at a variety of water va-
por concentrations (Fig. 4). Laboratory calibrations give a 1σ
instrument measurement precision of ±0.20 ppbv for HDO

FIGURE 2 Fits of data at 35 ppmv H2O (left plots) and 4 ppmv H2O (right plots), 4 s integration. Top: raw data, fit, and derived baseline in blue, green, and
red respectively. Middle: data with baseline removed, plotted in units of percent transmission. Note that the range of the y-axis is not the same for both plots.
Bottom: the residual from the fit also in units of percent transmission. The fit residual for these 4 s data is σ = 1.8×10−4 or MDAps = 3.6×10−4. In this data
run, R = 227 ppm so that Leff = 3.96 km. The raw sample rate is 625 kHz and scan rate 113 Hz, with co-adding of adjacent data points to yield 2765 points
across the scan. From (19), NEAS = MDAps

√
2/(Leff

√
#pts) = 2.4×10−11

FIGURE 3 Allan variance plot showing the decrease in Harvard ICOS sig-
nal variance as a function of integration time for laboratory measurements of
1 ppmv H2O in good alignment conditions. The dash-dot line represents the
theoretical white noise line (1/n). Poor alignment can reduce the efficacy of
integration

and 0.28 ppmv for H2O, equivalent to fractional absorptions
of 3.6 and 4.2 ×10−4, respectively. Measurement precision
for H2O is hampered by the necessity of choosing an H2O
line with linestrength some 1000 times less than the maximum
in this absorption band to more closely match the absorp-
tion of less-abundant HDO. (See Sect. 5 for a discussion of
the relationship between MDAps and measurement precision,
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FIGURE 4 Sample calibration run from which measurement precision is
determined. Input water vapor mixing ratio is shown in black and measure-
ments of strong and weak water absorptions in blue and cyan respectively.
The enlargement of a 4 ppmv segment shows the intrinsic measurement pre-
cision. Slight hysteresis can be seen at the beginning of the 40 ppmv segment.
Total measurement uncertainty will include both hysteresis effects and sys-
tematic errors in spectroscopic fits

definitions of MDAps and NEAS, and comparison with other
published work).

We emphasize that neither MDA nor NEAS is sufficient to
characterize a spectroscopic instrument and that reliance on
these metrics may be deceptive. An equally important limit-
ing factor is the ability of the fit to represent baseline power
fluctuations across the scan. These include both the laser base
power curve and semi-stable etalons due to reflections in and
between instrument optics, including the cell mirrors them-
selves. In Harvard ICOS, and likely also other instruments,
potential measurement bias due to these factors is comparable
to the measurement precision stated above [20]. These sys-
tematic errors may vary slowly during field use on timescales
of minutes to hours, beyond the integration time horizon.

Several additional factors make minimal contribution to
measurement uncertainty in Harvard ICOS only because of
careful treatment. The nonlinear tuning rate across the scan is
monitored continuously via the Ge etalon. Variations in mirror
reflectivity across the scan, which are significant, are meas-
ured by cavity ringdown by evacuating the cell and pulsing the
laser at gradually increasing current. Although the target spec-
tral region falls near the peak of the mirror reflectivity curve, R
nevertheless varies by some 2 ppm across the 1.5 cm−1 spec-
trum (Fig. 5). During data acquisition, mirror reflectivity is
monitored by this protocol at the beginning and end of each
data run (in the laboratory) or aircraft flight (in field use),
but degradation of reflectivity during a single flight is unde-
tectable. Degradation of alignment during aircraft use with
concomitant changes in external pressure is a more serious
danger, and must be minimized by aligning the cell via a sys-
tematic procedure that checks robustness at a variety of cell
pressures. We highlight these issues only because failure to
account for them would lead to systematic error difficult to
empirically calibrate.

Although this paper focuses almost entirely on sensitivity,
it should be noted that in the development effort for Har-

FIGURE 5 Reflectivity curve of the cavity mirrors, measured using ring-
down, as a function of frequency. The cavity time constant, τ , varies by 1%
over the frequency range scanned by the laser. This variation would translate
into a ±0.5% error in concentration for absorptions at either end of the scan
if the reflectivity were measured only at the mean laser frequency

vard ICOS, work on the fit algorithm, instrument operation
protocol, and instrument design to combat systematic errors
occupied as much time as did initial work on optical config-
uration to minimize NEAS. It cannot be overemphasized that
slow-varying systematic errors are the likely limiting factor in
the use of OA-ICOS for scientific measurements.

5 Comparisons of experiments and instruments

From the published literature, the results here ap-
pear to be the most sensitive mid-IR OA-ICOS measurements
yet made. Comparisons of spectroscopic instruments and lab-
oratory experiments are, however, hindered by the use of dif-
ferent metrics for evaluating performance. The same metric
may also be defined differently by different authors. We dis-
cuss here two often-cited metrics: “minimum detectable ab-
sorption” (MDA, with units of Hz−1/2) and “noise equivalent
absorption sensitivity” (NEAS, with units of cm−1Hz−1/2).
Authors vary in their definitions of these terms, in normal-
ization standards, and in decisions on which bandwidths are
relevant.

The first two differences are relatively straightforward,
though lending some surface confusion to the literature.
Although MDA is generally taken to be inclusive of opti-
cal pathlength and therefore with units of Hz−1/2, “mini-
mum detectable absorption” is sometimes cited with units
of cm−1Hz−1/2 [24] or even ppmv Hz−1/2 (molecular con-
centration) [25]. And although most authors normalize to 1 s
integration, others define MDA as minimum detectable ab-
sorption in the integration time of a typical measurement [26].
An integration time of 30 s, for example, will in this defin-
ition yield an MDA lower by a factor of five from normalized
MDA. Some experimenters further scale MDA by the number
of optical passes, giving a “per pass” value that is reduced by
the cavity gain factor 1/(1− R) [3, 4, 25]. For mirror losses of
400–40 ppm, this scaling reduces MDA by a factor of 2500–
25 000.

More fundamentally, authors disagree on the relevant
bandwidth for use in calculating MDA and NEAS. Compari-
son of OA-ICOS experiments is complicated by the existence
of multiple relevant signal bandwidths and timescales: the
bandwidth of the detector+ preamp system bwdet, the data
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acquisition rate rdata and corresponding Nyquist frequency
facq = rdata/2, and the cavity frequency fcav = 1/(2πτ). The
frequencies must be considered relative to that of the sig-
nal being detected – the absorption line – which is in turn
a function of the scan length and scan rate fscan. We define
the “line frequency” as fline = 1/ (2πτline), where τline is the
time required to scan across the FWHM of a single absorption
feature. These various bandwidths affect the signal in differ-
ent ways. A low-pass preamp at the end of the signal chain,
for example, filters the entire signal, but the optical cavity fil-
ters optical resonances only and has no effect on downstream
detector and electronic noise (an important distinction in op-
tical configurations like ours where the two noise sources are
comparable).

The various system frequencies may differ by an order
of magnitude in a single OA-ICOS experiment or between
different experiments. The diversity of OA-ICOS optical con-
figurations in the published literature is striking. In the instru-
ment described in this paper,

bwdet > facq ≫ fcav ≈ fline . (8)

We scan rapidly relative to the cavity time constant and over-
sample the resulting spectra, recording some 20 datapoints
across the FWHM of an absorption line in a time period of less
than three cavity time constants.

In the experiments of Kasyutich et al. [7],

bwdet > facq > fcav ≫ fline , (9)

the authors scan slowly relative to the cavity time constant (τ),
so that lines are nearly unskewed, but again oversample rela-
tive to τ .

Finally, in the early work of Paul et al. [3] and recent work
of Malara et al. [24],

fcav > facq ≫ fline . (10)

The authors both scan and acquire data slowly relative
to the cavity frequency, so that skew is minimal and every
recorded datapoint is independent. (The authors do not spec-
ify bwdet, but it is presumably > fcav).

Determining the optimal choice of parameters is not sim-
ple and we do not claim to have done so definitively. Rapid
scanning with fcav ≈ fline does complicate signal processing
but benefits signal since, as noted before, the larger fline, the
greater the suppression of optical resonances. In our experi-
ence the benefits of aggressive skew are worth the complica-
tions for data analysis.

5.1 Minimum detectable absorption (MDA)

Most researchers cite a value for minimum de-
tectable absorption, the 1σ value of some limiting noise level
∆P
P in a spectrum, normalized by total power P and integra-

tion time Ti:

MDA =
(

∆P
P

)

n
·
√

Ti or
(

∆P
P

)

n
· 1√

BW
, (11)

where n is the number of scans integrated [27].

MDA can be interpreted in different ways, since since both
∆P/P and

√
Ti can be evaluated differently. ∆P/P can be

taken as the 1σ residual along a laser scan after fitting, which
includes small-scale but stationary baseline fluctuations, or
it can be taken as the standard deviation of individual data
points over time, which excludes stationary etalons. Neither
interpretation is clearly “correct”. Stationary etalons may af-
fect fits even more strongly than does white noise.

The published literature also shows a difference of opin-
ion on the appropriate time basis for an MDA calculation. One
common interpretation of MDA is the measured deviation in
a scan taken during real-world acquisition conditions for 1 s of
integration, such that

MDAps =
(

∆P
P

)

n

√
n ·

√
Tscan . (12)

If the actual data from which ∆P/P is measured involve 1 s of
integration, then nTscan = 1 s. Our term MDAps denotes “per
scan” MDA. It is not a constant for a given instrument, be-
cause the integration time for each sampled point is a function
of the scan length. The same instrument would yield a higher
MDAps when scanning broadly over multiple lines than when
scanning narrowly over a single one.

Some experimenters prefer a definition of MDA that is in-
dependent of scan characteristics, and use a “per point” MDA
that refers to the minimum detectable absorption if integrating
for 1 s on an individual datapoint rather than sweeping over an
actual scan. MDApp is necessarily then less than MDAps.

MDApp =
(

∆P
P

)

n
· 1√

BW
, (13)

with BW variously taken as 1/n times the acquisition rate (or
half that, the sampling bandwidth) or the detector bandwidth
or the cavity bandwidth. If we denote all bandwidths as bw
(so that BW = bw/n), then MDApp is lower than MDAps by
a factor

√
bw/ fscan. For typical ICOS instruments, this factor

≈ 15 −45. Note that if bw is taken as the acquisition rate, this
factor is equal to the square root of the number of datapoints
per spectrum, #pts:
√

bw/ fscan = √
n ·

√
Tscan/#pts , (14)

so that

MDApp = MDAps /
√

#pts . (15)

5.2 Noise equivalent absorption sensitivity (NEAS)

A second commonly cited metric of instrument
performance is NEAS, the minimum detectable absorption
scaled to pathlength, which is generally given as a “per band-
width” or “per point” value.

NEAS =
(

∆P
P

)

n
· 1

Leff
· 1√

BW
(16)

or

NEAS = MDApp

Leff
, (17)
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where Leff is the effective optical path and BW is any of the
options listed above [27]. For an instrument involving a sin-
gle source of white noise and a single detection bandwidth,
the meaning of NEAS is clear. NEAS then allows comparison
of intrinsic spectroscopic performance of instruments with
different pathlengths or spectral scan lengths. For OA-ICOS
and other techniques with multiple bandwidths, the defin-
ition of NEAS is ambiguous. The variety of interpretations of
MDApp described above apply to NEAS as well.

Some authors (e.g. [6]) take the relevant bandwidth as the
data acquisition rate rdata = #pts/Tscan. In this case

NEAS = MDAps

Leff ·
√

#pts
, (18)

where MDAps is as previously defined (12). In this work,
we use the sampling bandwidth, i.e. the Nyquist frequency
rdata/2, yielding

NEAS = MDAps ·
√

2
Leff ·

√
#pts

. (19)

More commonly authors use the detection bandwidth
(e.g. [7]) or the cavity bandwidth (e.g. [4]). Some argue that
the relevant bandwidth is the lowest frequency in the system,
but this practice is not always followed. The two experiments
just cited have similar configurations and yet the authors inter-
pret NEAS differently (with a factor of three implication).

5.3 Comparison of reported values

The diversity in optical configurations used in OA-
ICOS frustrates attempts to create a single common metric
by which to judge intrinsic performance. In Table 1 we list
relevant parameters for a variety of published OA-ICOS ex-
periments, adjusted in some cases to a common definition for
comparison. We have rescaled MDA to “per scan” values to
avoid the question of which bandwidth is relevant for a “per
point” figure. “Per scan” values also give a more intuitive
understanding of the instrument’s performance in its normal
operation, as no spectroscopic measurement is made on a sin-
gle point. For NEAS, which is by definition a “per point”
value, we have simply collected the published values (other

Ref. λ NEAS MDAps Leff L 1− R Laser Power τ fcav bwdet or facq fline fscan ∼ τline/τ

(cm−1Hz−1/2) (Hz−1/2) (m) (cm) (ppm) (mW) (µs) (kHz) (kHz) (kHz) (Hz)

[6] 1.565 2.7×10−12 1.6×10−4 27 500 110 40 DFB 30 91.7 2 15 0.7 30 3
this work 6.738 2.4×10−11 3.6×10−4 4200 90 225 QC 35 13.4 12 160 4.0 113 3
[4] 1.565 3.1×10−11 1×10−4 4200 70 165 DFB 10 14.1 11 30 0.1 200 90
[3] 0.631 1.8×10−10 8.4×10−4 2680 67 250 DFB 2–3 8.9 18 3 0.02 10 800
[7] 1.605 3.9×10−10 1.3×10−4 1400 28 160 DFB 10 5.8 27 90 0.6 460 45
[25] 1.573 5.0×10−9 2.5×10−4 68 44 4400 DFB 20 0.3 477 0.9 0.2 50 3000
[24] 3.38 5.7×10−9 5.0×10−3 1800 90 500 DFG 4 6.0 27 3 0.1 125 250

TABLE 1 Experimental parameters for various OA-ICOS studies and resulting derived sensitivities, taken from the published literature. Results from this
work are boldfaced. Note the variety of parameter choices and sensitivities. In all cases MDAps is derived from published values of MDApp (or NEAS and
Leff), bandwidth, and scan rate (using MDAps = MDApp ·√bw/ fscan), and should be taken with some caution. NEAS values here are as published, except
that of [6] where for consistency we use the analog sampling frequency instead of the digital acquisition rate, i.e. we adjust published NEAS upwards by

√
2.

Spectral line FWHM and fline are estimated by eye from published figures and are only approximate, as is the derived τline/τ . Some bandwidth values were
provided by authors via personal communication. This table does not represent all work on OA-ICOS. The criterion for inclusion was that a paper contain
sufficient information to determine calculate most relevant instrument parameters without generating synthetic spectra. Reporting of instrument performance
is sufficiently non-standardized that many important papers are not included here

than as discussed in the figure caption). It should be recog-
nized, however, that NEAS values between experiments are
not strictly comparable.

We suggest that future instrument and experiment descrip-
tions use a metric which is more directly related to the purpose
of these devices, the measurement of trace gases. Most exper-
imenters do cite their 1σ measurement precision or minimum
detectable gas concentration, a number that takes into account
many of the relevant factors that affect a measurement, but
precision is usually stated in units of the mixing ratio of the
measured species (e.g. ppbv of CO). Readers cannot therefore
compare experiments without running synthetic spectra. To
facilitate comparison of quite different instruments, we sug-
gest that precision also be stated as MDAmeas, the linecenter
fractional absorption of a gas concentration equal to the 1σ
measurement precision in 1 s integration.

Use of MDAmeas also facilitates understanding of instru-
ment performance. The “fit factor” or ratio MDAmeas/MDAps
describes the efficacy of the spectral fit at deriving concen-
trations relative to baseline “noise” levels. A fit factor greater
than 1 means that integrating across the line adds value. Har-
vard ICOS was designed for a “fit factor” of approximately 1
– for HDO, MDAmeas and MDAps are both 3.6 ×10−4 – with
a rapid scan rate relative to fcav producing only a few inde-
pendent pieces of information across a spectral line. These
conditions produced optimal measurement precision in this
particular instrument. In experiments with lower fline/ fcav,
the fit factor may exceed 1 and citing MDAps alone may effec-
tively understate measurement capability.

6 Conclusions

Even when sensitivity is the sole design criterion,
design of an OA-ICOS instrument involves many tradeoffs
between competing factors that impact instrument perform-
ance. The many OA-ICOS experiments of recent years, in-
cluding the Harvard ICOS Isotope Instrument discussed here,
show a wide range of design choices reflective of this series of
compromises. Comparing these choices can inform the design
of future experiments.

First, it is noteworthy that for all of the OA-ICOS ex-
periments catalogued in Table 1, minimum detectable absorp-
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tion as defined here is not particularly impressive compared
to traditional multipass experiments, the best of which can
achieve MDAps a hundred times lower [26]. The combination
of optical resonance effects and low throughput power leaves
OA-ICOS spectra with relatively high baseline “noise”. OA-
ICOS is competitive with traditional multipass spectroscopy
only because its extreme effective optical pathlengths pro-
duce increased signal – i.e. absorption depth for a particular
gas sample – that can outweigh this effect. NEAS values in
OA-ICOS, which are scaled by pathlength, can thus be low
even though MDAps is not. OA-ICOS is not then the appro-
priate choice for all experimental situations, but is favored
if per-pass absorption is small and mirror reflectivity corre-
spondingly large.

Second, the experiments of Table 1 do vary in some pa-
rameters. The strongest differences lie in the scan rate rela-
tive to cavity bandwidth, τline/τ , with experimental choices
varying by three orders of magnitude. The resultant NEAS
values suggest that more aggressive scanning may be ben-
eficial in OA-ICOS by suppressing the buildup of opti-
cal resonances that would otherwise hamper measurements
made with ultra-reflective mirrors [6] or poor beam qual-
ity (this work), allowing low NEAS in the near- and mid-
IR, respectively. This effect is not due solely to different
definitions of NEAS; the two experiments remain outliers
in their wavelength groups regardless of how NEAS is
calculated.

It is not, however, possible to confirm a net experimen-
tal benefit of rapid scanning without a common metric for
comparison of instrument performance. Scan rates for Har-
vard ICOS are chosen to yield MDAps essentially equal to
MDAmeas, so that measurement precision is approximately
that inferred from per-point “noise”. In slow-scanning OA-
ICOS experiments, multiple independent datapoints across an
absorption feature can result in increased fit precision such
that MDAmeas < MDAps. Comparison of MDAps alone can
thus be misleading. NEAS introduces the further complica-
tion of multiple bandwidths. We urge the community to adopt
a common standard of reporting MDAmeas and Leff to permit
ready comparison of instruments and understanding of design
choice implications.
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