Modeling the response of the oceanic Si inventory to perturbation, and consequences for atmospheric CO₂
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[1] It has been suggested that much of the observed glacial-interglacial variability in the atmospheric mixing ratio of CO₂ (xCO₂) could potentially be driven by a perturbation of the marine Si cycle. To date, only relatively simple steady-state analysis has been made of this hypothesis. In this study, we develop a description of the ocean carbon cycle, incorporating novel descriptions for the recycling of Si, both within the water column and in deep-sea sediments. A high degree of computational efficiency enables model integrations over multiple glacial-interglacial cycles, driven by a time-varying input of dissolved Si to the ocean. Due to the long time constant (~23 ka) of atmospheric xCO₂ response to perturbation in Si supply and the highly nonlinear nature of opal preservation in deep-sea sediments, we find that reduction in the deposition rate of aeolian silicates at the surface ocean can explain little (<3 ppm) of the rapid ~90 ppm rise in atmospheric xCO₂ observed at glacial termination. However, increased Si supply has the potential to make an important contribution to the decline in atmospheric xCO₂ associated with the much slower transition from interglacial to full glacial conditions. INDEX TERMS: 3022 Marine Geology and Geophysics: Marine sediments—processes and transport; 1615 Global Change: Biogeochemical processes (4805); 4806 Oceanography: Biological and Chemical: Carbon cycling; 4815 Oceanography: Biological and Chemical: Ecosystems, structure and dynamics; KEYWORDS: marine silica cycle, carbon cycle, glacial, opal, dust


1. Introduction

[2] Dissolved silica (silicic acid, or H₄SiO₄) is ubiquitously present in the intermediate and deep ocean [Tréguer et al., 1995], and as with other phytoplankton nutrients, is often virtually absent from the surface ocean [Conkright et al., 1994]. However, the role played by silicic acid in the global carbon cycle appears to be somewhat subtler. When either phosphate, nitrate, or iron is in insufficient supply, it tends to restrict virtually all phytoplankton growth and with it, the export of particulate organic carbon (POC) from the surface ocean. Silicic acid, in contrast, is vital only for siliceous phytoplankton (diatoms) that rely on the construction of opaline frustules for cellular support and protection [Ragueneau et al., 2000]. If conditions are otherwise favorable for growth, and H₄SiO₄ is plentiful, diatoms out-compete most other (nonsiliceous) phytoplankton species and dominate the ecosystem [Aksnes et al., 1994; Egge, 1998; Egge and Aksnes, 1992]. Where the availability of H₄SiO₄ is restricted, diatoms tend to play a less important role. In this way, the supply of silicic acid to the surface ocean could be considered as a regulator of ecosystem composition [Egge and Aksnes, 1992; Officer and Ryther, 1980; Ragueneau et al., 2000].

[3] While diatoms (together with their zooplankton equivalent – radiolarians) are responsible for all of the biogenic opal production in the open ocean, it is only among the nonsiliceous phytoplankton species such as coccolithophorids (together with their zooplankton equivalent – foraminifers) that producers of calcium carbonate (CaCO₃) are found. Changes in ecosystem structure, specifically the balance between siliceous and nonsiliceous phytoplankton, may then affect the ratio of CaCO₃ to POC exported from
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the euphotic zone [Ragueneau et al., 2000] (assuming that total POC export is relatively unaffected). The CaCO₃:POC “rain ratio” reaching the ocean floor exerts an important influence upon the preservation and burial of CaCO₃ in sediments [Archer, 1991, 1996]. Changes in global CaCO₃ burial rates, in turn, affect ocean chemistry, and with it, the atmospheric mixing ratio of CO₂ (xCO₂). Indeed, model studies have demonstrated that it is possible to account for the difference in atmospheric xCO₂ between interglacial and glacial times (~90 ppm) [Petit et al., 1999] through a 40% reduction in this ratio [Archer and Maier-Reimer, 1994]. In light of this mechanism, it has recently been suggested that changes in the supply of dissolved silica to the ocean might account for the observed glacial-interglacial variability in xCO₂. Perturbation of Si supply could be driven by changes in the deposition of mineral aerosol (“dust”) to the surface ocean [Harrison, 2000] and/or changes in terrestrial weathering rates (and thus riverine supply) [Tréguer and Pondaven, 2000]. However, the dynamical (i.e., nonsteady state) response of the global silica cycle (and thus of atmospheric xCO₂) to perturbation has not been studied previously.

2. Recycling of Si From Biogenic Opal

On time scales of tens of thousands of years (ka), Si is lost from the ocean through the burial of biogenic opal in marine sediments and replenished via input from sources such as dust, rivers, and hydrothermal alteration [Tréguer et al., 1995]. It is the magnitude of this loss rate relative to the total oceanic Si inventory that determines the time scale of response (of the Si inventory) to any perturbation of Si supply. However, before it can be lost through sedimentary burial, biogenic opal formed within the euphotic zone (the uppermost sunlit layer the ocean) may be recycled back to the dissolved (H₄SiO₄) form in any one of three primary regimes (Figure 1) i.e., the euphotic zone, the water column of the ocean interior, and in sediments lying on the ocean floor. As a result, processes in all three regimes play a role in determining the final loss rate. In this study, we focus on the latter two regimes, and in particular on the sediments, because it is here that the greatest fractional dissolution of biogenic opal and return of H₄SiO₄ to the ocean occurs, and thus the most important control is exerted.

2.1. Sedimentary Opal Diagenesis

Despite the importance of opal burial in deep-sea sediments, both to the operation of the global carbon cycle in general, and to the interpretation of paleoceanographic proxies of past climatic change [Charles et al., 1991; Kumar et al., 1995; Mortlock et al., 1991; Pondaven et al., 2000], the factors determining opal preservation are poorly understood [Archer et al., 1993; Boyle, 1998; Ragueneau et al., 2000]. A new description of sedimentary opal diagenesis is presented in this article. This is developed using empirical functional relationships derived from recent observations and from laboratory analyses of opal dissolution and thermodynamics [Rabouille et al., 1997; VanCappellen and Qiu, 1997a, 1997b].

2.1.1. A Model for Sedimentary Opal Diagenesis

The representation of opal dissolution within deep-sea sediments is simplified by considering activity only in the uppermost 10 cm (see Figure 1). This appears justified on the basis of little net diffusion of H₄SiO₄ observed below this depth [Rabouille et al., 1997; Sayles et al., 1996; VanBennekom et al., 1988]. A further simplifying assumption is made - that of constant opal concentration with depth in the sediments, both to the operation of the global carbon cycle and to the interpretation of paleoceanographic

Figure 1. Schematic of the global ocean biogeochemical cycling of Si, together with the structure of the sediment system. Arrows indicate the flow of Si (as either silicic acid or biogenic opal), with values (in units of Tmol Si a⁻¹) of these fluxes in the model at steady state shown in bold, and contrasted with those shown in the work of Tréguer et al. [1995] (italics). The riverine input flux is quoted “less” removal in coastal/shelf zones (i.e., as the net input to the “open ocean”). The dotted arrow indicates recycling within the euphotic zone, not resolved in the simple export production scheme employed here. Indicated is the distribution of the 15 sediment modules (which together span 100–6000 m depth range of ocean) associated with each oceanic region in the zonally averaged representation of ocean circulation (see Figure 6). Each of these sediment modules is composed of a 0.3 cm thick surface layer (in which diagenesis is assumed to take place), underlain by a stack of (1 cm thick) storage or sediment compositional “memory” layers. See color version of this figure at back of this issue.
the studies by Archer [1991]. The system is vertically discretized into 0.2 cm thick layers, and solved on a forward-time finite-difference basis. Since the relaxation time of solute composition is several orders of magnitude faster than for solids [Rabouille and Gaillard, 1990], pore-water concentrations are solved for in isolation. Steady state is assumed to have been reached when the dissolution flux across the sediment-water interface changes by less than 0.001% between time steps (2 × 10^5 s). The two components of the dissolution-reaction system are defined in the following sections.

2.1.1. Diffusion of H₄SiO₄

[8] Correcting for tortuosity [Ullman and Aller, 1982], the in situ diffusivity of H₄SiO₄ at depth z in the sediment (D_{sed(z)}) is described by

\[ D_{sed(z)} = (\phi(z))^{n-1} D_{SW} \]  

(1)

where D_{SW} is the molecular diffusivity of H₄SiO₄ in free seawater, \( \phi(z) \) is the porosity at depth z, and n is a correlation factor, typically taking a value of 2.5 for deep-sea sediments [Hensen et al., 1998; Ullman and Aller, 1982]. D_{SW} has a value of 4.59 × 10^{-6} cm² s⁻¹ at 0°C, and is adjusted for ambient bottom-water temperature (T_{SW}, in Kelvin) following Hensen et al.

\[ D_{SW} = 4.59 \times 10^{-6} + 1.74 \times 10^{-7} (T_{SW} - 273.15) \]  

(2)

[9] When compared with the molecular diffusion of H₄SiO₄, aqueous transport due to bioturbation and advection (resulting from sediment accumulation) is not significant [Schink et al., 1975] and is therefore not taken into account.

2.1.1.2. Dissolution of Biogenic Opal

[10] The dissolution rate of opal (in units of mol Si cm⁻³ s⁻¹) at depth z in the sediment is defined as

\[ R^{opal}(z) = \rho^{opal} \phi^{opal} \left[ 1 - \phi(z) c^{opal} \right]^{0.55} \]  

(3)

where \( R^{opal}(z) \) is a dissolution rate constant (a⁻¹), \( \rho^{opal} \) is the density of opal (mol cm⁻³), \( \phi^{opal} \) is sediment porosity (cm³ cm⁻³), and \( c^{opal} \) is the fraction of opal (cm³ cm⁻³) as a proportion of sediment solids. Dissolution is typically assumed to proceed as a linear function of the degree of undersaturation [Archer et al., 1993, 2000b; Rabouille and Gaillard, 1990; Rabouille et al., 1997; Schink et al., 1975]

\[ K^{opal}(z) = a u^{opal} \]  

(4)

where a is a constant and \( u^{opal} \) is the degree of local pore-water undersaturation with respect to the solid phase

\[ u^{opal}(z) = \left[ \frac{[H₄SiO₄]^{opal}_{eq}(z) - [H₄SiO₄]^{opal}_{eq}(z)}{[H₄SiO₄]^{opal}_{eq}(z)} \right] \]  

(5)

with \([H₄SiO₄]^{opal}_{eq}(z)\) being the pore water concentration of silicic acid and \([H₄SiO₄]^{opal}_{eq}(z)\) being the equilibrium (saturation) concentration (with respect to the solid phase). The value of \([H₄SiO₄]^{opal}_{eq}(z)\) can be estimated empirically [VanCappellen and Qiu, 1997a]

\[ \log_{10} \left( \frac{[H₄SiO₄]^{opal}_{eq}(z)}{T} \right) = 6.44 - 968 \]  

(6)

where T is the absolute temperature. Although some degree of dependence of \([H₄SiO₄]^{opal}_{eq}(z)\) on pH has also been observed [VanCappellen and Qiu, 1997a], errors arising from the omission of this effect are unlikely to be more than about 5% of \([H₄SiO₄]^{opal}_{eq}(z)\) under typical ambient conditions.

[11] The dissolution of opal may not be linear in \( u^{opal}(z) \), however [Rickert et al., 2002]. VanCappellen and Qiu [1997b] found a significant deviation from a simple linear relationship as \( u^{opal}(z) \) approached unity (Figure 2), which can be approximated by

\[ R^{opal}(z) = 0.16 \left( 1 + \frac{T}{15} \right) u^{opal} + 0.55 \left( 1 + \frac{T}{400} \right)^{-4} u^{opal} \]  

(7)

where \( R^{opal}(z) \) is the dissolution rate of opal (in units of nmol Si s⁻¹ g⁻¹ SiO₂) and T is the temperature (°C). Although the form of this function is somewhat ad hoc, it is empirically consistent with available data over a range in T and \( u^{opal} \), which spans typical abyssal conditions. The function is also characterized by a \( Q_{10} \) value of 2.3, consistent with experimental observations [Kamatani, 1982]. A scaling factor \( \eta^{opal} \) (accounting for the relative change in dissolution rate due to any deviation in ambient temperature from 0°C and in \( u^{opal} \) from completely undersaturating conditions) is derived by normalizing equation (7) to a value of unity at \( T = 0°C \) and \( u^{opal} = 1.0 \)

\[ \eta^{opal}(z) = 0.225 \left( 1 + \frac{T}{15} \right) u^{opal} + 0.775 \left( 1 + \frac{T}{400} \right)^{-4} u^{opal} \]  

(8)

[12] The early diagenetic alteration of opal appears to have an additional effect on dissolution rates, with the rate constant exhibiting an inverse correlation with depth in the sediment [VanCappellen and Qiu, 1997b] (Figure 3). This can be approximated by

\[ R^{opal} = 0.068 + 0.194 e^{-z(z)} \]  

(9)

[13] Normalizing equation (9) to a value of unity at the sediment surface gives a second scaling factor

\[ \eta^{opal} = 0.26 + 0.74 e^{-z(z)} \]  

(10)

[14] The introduction of \( \eta^{opal} \) is analogous to the decrease in kinetic “constant” with depth employed by Rabouille et al. [1997].

[15] Solubility also appears to be affected by diagenetic alteration within the sediments. The presence of Al contained within the silica structure of biogenic opal is associated with markedly lower solubility [Dixit et al., 2001; Rickert et al., 2002; VanBennekom et al., 1988; Willey, 1975]. This is consistent with observations made by VanCappellen and Qiu [1997a] regarding the attainment of an asymptotic concentration of pore-water silicic acid with increasing depth in the sediment ([H₄SiO₄]_{asym}). They found that \([H₄SiO₄]_{asym}\) correlates with the mass ratio of detrital material to opal, leading them to suggest that the solubility decrease might be due to interstitial incorporation of Al in the surface layer during a process of continuous dissolution/recrystallization. This reduction in \([H₄SiO₄]_{asym}\)
with an increasing proportion of detrital material can be approximated by (Figure 4)

\[
[H_4SiO_4]_{\text{asym}} = 895 - \left( \frac{C_{\text{detrital}}}{C_{\text{opal}}} \right)^{0.58}
\]  

where \( C_{\text{detrital}} \) and \( C_{\text{opal}} \) are the relative abundances (wt\%) of detrital material and opal in the sediment, respectively. Although the highest sediment core %detrital/%opal ratio measured by VanCappellen and Qiu [1997a] was 4.8, which corresponds to a suppression of \([H_4SiO_4]_{\text{asym}}\) to \( \sim 520 \mu\text{mol kg}^{-1} \), values of \([H_4SiO_4]_{\text{asym}}\) as low as 150–300 \( \mu\text{mol kg}^{-1} \) have been observed in opal-poor cores [Archer et al., 1993; Martin et al., 1991; McManus et al., 1995]. The observed relationship is therefore extrapolated to a maximum %detrital/%opal ratio of 15, producing a potential minimum \([H_4SiO_4]_{\text{asym}}\) value of \( \sim 180 \mu\text{mol kg}^{-1} \). A dependence of asymptotic silicic acid concentration on sediment compositi-

**Figure 2.** Opal dissolution rate as a function of degree of undersaturation with respect to the solid phase. Directly measured (at 5°C) dissolution rates are shown as filled (for core KYB05) and unfilled (KTB06) circles, respectively, together with estimated (at 0°C) dissolution rates marked by crosses [VanCappellen and Qiu, 1997b]. Calculated dissolution rates using equation (7) are shown for temperatures of 5°C (top line) and 0°C (bottom line).

**Figure 3.** Down core decrease in opal dissolution rate (at half-saturation); observed data (filled circles) from VanCappellen and Qiu [1997b] along with empirical fit (9).

**Figure 4.** Dependence of down core asymptotic silicic acid concentrations on the ratio of detrital to opal sediment content; observed data (filled circles) from VanCappellen and Qiu [1997a] along with model fit (11).
tion is accountable on a purely kinetic basis [Rabouille et al., 1997]. However, in order to reduce the number of free parameters in the model, the simplifying assumption is made that the equilibrium saturation state of opal ([H$_{4}$SiO$_{4}$]$_{\text{opal}}$) has the same functional relationship to detrital content that is observed for the asymptotic silicic acid concentration at depth in the sediments [VanCappellen and Qiu, 1997a]. A solubility reduction factor ($\gamma_{\text{Al}}$) to account for Al-inhibition is defined as

$$\gamma_{\text{Al}} = 0.2 \frac{c_{\text{detrital}}}{c_{\text{opal}}} > 15 \quad (12a)$$

$$\gamma_{\text{Al}} = 1.0 - \left( 0.045 \frac{c_{\text{detrital}}}{c_{\text{opal}}} \right)^{0.58} \frac{c_{\text{detrital}}}{c_{\text{opal}}} \leq 15 \quad (12b)$$

[16] Applying this factor to modify [H$_{4}$SiO$_{4}$]$_{\text{equil}}$ equation (6) gives

$$[\text{H}_{4}\text{SiO}_4]_{\text{equil}} = \gamma_{\text{Al}} \left( 6.44 \times 10^{-14} \right) \quad (13)$$

[17] A full description for the dissolution rate of opal within the sediments can now be written as

$$k_{\text{op}}(z) = \frac{k_0(\text{opal})}{c_{\text{detrital}}} \frac{c_{\text{opal}}}{c_{\text{opal}}[1 - \phi(z)]_{\text{opal}}} \quad (14)$$

where $k_0(\text{opal})$ is the dissolution rate constant (a$^{-1}$) for “fresh” opaline material delivered to the sediment surface (i.e., in a diagenetically unaltered state) and with respect to a completely under-saturated environment at a temperature of 0°C.

[18] Published estimates for the dissolution rate constant of opal vary widely. A model fitting study based on a series of Antarctic cores gave values at the sediment surface in the range of 0.016–0.315 a$^{-1}$ [Rabouille et al., 1997]. Schink et al. [1975] adopt a value of 0.032 a$^{-1}$, but pointed out that experimental determinations often give much higher values – upwards of 0.063–0.252 a$^{-1}$. A further complication arises because these estimates are potentially compromised by the assumption of linear kinetics.

[19] We estimate possible values for $k_0(\text{opal})$ by fitting the opal dissolution flux across the sediment-water interface ($f_{\text{dis}}(\text{opal})$) for each of the cores detailed in Table 1. Model runs were informed by observed opal and detrital content [Rabouille et al., 1997] and assuming a bottom-water H$_{4}$SiO$_{4}$ concentration of 145 $\mu$mol kg$^{-1}$, typical of the regions of the Southern Ocean from which the cores were recovered [Conkright et al., 1994]. Laboratory analyses on these cores were carried out at relatively elevated temperatures (2º–4°C) [Rabouille et al., 1997] compared to the abyssal Southern Ocean, making the likelihood of post-recovery distortion of the [H$_{4}$SiO$_{4}$] profile likely [Martin et al., 1991; McManus et al., 1995]. An ambient temperature of 3.5°C is thus assumed, which then enables good agreement between observed [Rabouille et al., 1997] and predicted (equation (6)) asymptotic power water H$_{4}$SiO$_{4}$ concentrations to be reached. However, despite taking into account the differing oceanic and sedimentary conditions, the value of base rate constant ($k_0(\text{opal})$) required to reproduce the flux estimates of Rabouille et al. [1997] still exhibits a considerable variance across the six cores (from 0.07 to >0.5 a$^{-1}$). That these values are all significantly lower than the 1.25 a$^{-1}$ suggested by the kinetic experiments of VanCappellen and Qiu [1997b] may reflect fundamental differences between the in vitro and in situ environments.

[20] Since the presence of detrital material exerts an important kinetic influence [ Dixit et al., 2001; Rickert et al., 2002; VanCappellen and Qiu, 1997b], we introduce a dependence of $k_0(\text{opal})$ on the %detrital/%opal ratio. An empirical relationship is defined consistent with the fitted core-specific dissolution rates. The relationship is additionally constrained by assuming $k_0(\text{opal}) = 1.25$ a$^{-1}$ in the absence of any detrital matter (i.e., $c_{\text{detrital}}/c_{\text{opal}} = 0.0$) [VanCappellen and Qiu, 1997b]. This gives the relationship (Figure 5)

$$k_0(\text{opal}) = 0.05 + 0.055 \left( \frac{c_{\text{detrital}}}{c_{\text{opal}}} \right)^{-0.75} \quad (15)$$

[21] The predictions of the complete model scheme (equations (14) and (15)) are contrasted with observational estimates [Rabouille et al., 1997] in Table 1.

### 2.2. Water Column Opal Remineralization

[22] Simple exponential (with depth) functions were utilized to describe the remineralization of biogenic opal settling through the water column in early carbon cycle model studies [Maier-Reimer, 1993]. More recently, noting the importance of temperature in the control of dissolution rates, Gnanadesikan [1999] proposed a physically more realistic parameterization, with the dissolution rate of sinking siliceous material, $\varphi(\text{opal})(\text{d}^{-1})$, described by

$$\varphi(\text{opal}) = 1.32 \times 10^{16} e^{(1100/T)} \quad (16)$$

where $T$ is the absolute temperature, and assuming a uniform settling rate of 50 m d$^{-1}$ throughout the water column. Although dissolution rate is also a function of the
degree of undersaturation, $u_{\text{opal}}$ (equation (5)), it could be argued that since the ocean is everywhere far from saturation with respect to the solid phase, this additional dependence need not be taken into account. Indeed, a dominant temperature control upon dissolution appears to be consistent with early experimental observations [e.g., Erez et al., 1982]. However, this assumption requires that dissolution rate is not a strong function of $u_{\text{opal}}$ in the vicinity of $u_{\text{opal}} = 1.0$. Evidence for nonlinear dissolution kinetics of opal [Rickeart et al., 2002; VanCappellen and Qiu, 1997b] now suggests that such an assumption may not be safe. In the ocean interior, a combination of cold temperatures and relatively high ambient silicic acid concentrations can give rise to values of $u_{\text{opal}}$ as low as ~0.8 in the deep Pacific. A temperature-only parameterization might then significantly overestimate opal dissolution in such locations.

[23] As an adjoint to the formulation of opal remineralization within the sediments, we present a new scheme for remineralization taking place within the ocean interior, one able to explicitly account for the influence of both ambient temperature and the concentration of silicic acid.

### 2.2.1. Model Formulation

[24] The parameterization for opal remineralization within the water column is a semi-empirical formulation based on observed thermodynamic behavior [VanCappellen and Qiu, 1997a, 1997b] and as such, shares a common basis with that for sedimentary digenesis (section 2.1). Primary controls upon dissolution rate are assumed to be ambient temperature and the concentration of silicic acid. No account is taken of changes in surface reactivity during transit through the water column, such as might occur through a reduction in surface roughness, or the preferential removal of reactive sites at surface defects [Rickeart et al., 2002; VanCappellen and Qiu, 1997b].

[25] Recent work suggests that bacteria might mediate a fundamental transition in the dissolution rate of siliceous material [Bidle and Azam, 1999]. Remineralization of the opaline skeletons of live diatoms is suppressed by the presence of a protective organic coating. Removal of this coating (such as that occurs through bacterial action on lysed diatom cells) has been found to accelerate opal dissolution rates by an order of magnitude or more [Bidle and Azam, 1999; Kamatani, 1982]. For nonaggregating diatom detritus, the residence time in the mixed layer can be relatively long compared to the time taken for degrada-
tion of the organic coating [Bidle and Azam, 1999]. Deg-
radation will then occur predominantly within the euphotic zone, with little further role for bacteria in controlling the remineralization of exported material. In contrast, under aggregating/rapid export events, setting rates may be sufficiently fast that degradation takes place during the passage of material through the ocean interior. In this situation, bacteria are likely to play a key role in determining the final remineralization profile. However, without any mechanistic treatment of aggregation (and associated setting rates) in the model, and in the absence of sufficient quantitative constraints on the details of the degradation process at present, we make the simplifying assumption that degradation of the protective coating occurs wholly within the euphotic zone. The implications of this are discussed subsequently.

[26] The dissolution rate of biogenic opal at depth $d$ in water column, $F_{\text{diss}(d)}$ (mol Si a$^{-1}$) is defined as

$$F_{\text{diss}(d)} = \eta_{\text{scale}} \cdot k_{0} \cdot F_{\text{set}(d)}$$

where $k_{0,\text{opal}}$ is a base opal dissolution rate pertaining to ambient conditions of 0°C and complete undersaturation (with respect to the solid phase), $F_{\text{set}(d)}$ is the settling flux of opal (mol Si a$^{-1}$), and $\eta_{\text{scale}}$ is a normalized modifier of dissolution rate, as described previously (equation (8)).

[27] Nelson et al. [1976] reported a mean dissolution rate constant of small centric diatoms under different growth conditions equivalent to 0.134 d$^{-1}$ at 20°C, while two acid-washed coastal species (also measured at 20°C) were observed to dissolve at a rate of 0.074 d$^{-1}$ [Kamatani, 1982]. Dissolution rates can also be estimated in situ from observations of the rate of increase in $[\text{H}_4\text{SiO}_4]$ within the sediment trap headspace. In this way, Brzezinski and Nelson [1995] calculated the dissolution rate constant of trapped material as 0.07 ± 0.03 d$^{-1}$ at ~19°C, while Blain et al. [1999] estimated rates of 0.068, 0.085, 0.075, and 0.065 d$^{-1}$ from a series of four different deployment depths. If conditions of complete undersaturation (i.e., $u_{\text{opal}} = 1.0$) are assumed, and dissolution rate constants temperature-corrected to $T = 0°C$ (ambient temperatures being estimated from Levitus et al. [1994] where not reported) and using a $Q_{10}$ value of 2.3 [Kamatani, 1982], a mean value for $k_{0,\text{opal}}$ of 0.019 d$^{-1}$ is obtained.

[28] Finally, to calculate the release rate of $\text{H}_2\text{SiO}_4$ within any given vertical interval of ocean, the settling rate of particulate material must be known. Analysis of sediment trap series suggests settling rates of opal material ranging from 32 to 200 m d$^{-1}$ [Blain et al., 1999; Honjo and
1. Since the ocean is undersaturated everywhere with respect to biogenic opal, material caught in sediment traps will continue to dissolve throughout the period of trap deployment. While more recent field campaigns have made use of traps filled with high-density brine solutions in order to help quantify in situ dissolution [e.g., Blain et al., 1999; Brzezinski and Nelson, 1995; Honjo and Manganini, 1993], early studies did not quantify such losses [e.g., Honjo, 1980; Noriki and Tsunogai, 1986; Takahashi, 1986]. Account must therefore be taken of the potential for older trap designs to underestimate settling fluxes.

2. Sinking fluxes may be modified by the random mesoscale eddy field through which the particles settle [Siegel et al., 1990], an effect that can distort the apparent flux profile. Even where flux measurements have been made by free-floating traps [e.g., Blain et al., 1999] there is still likely to be some residual hydrodynamic distortion.

3. Temporal variability in export production, such as associated with phytoplankton blooms, may cause problems for short-term trap deployments, with traps at different depths sampling different phases of the bloom succession.

4. In mesopelagic trap deployments, there is a danger that differences in the capture rates of radiolarians with depth may lead to some distortion of the apparent flux profiles [Blain et al., 1999].

5. Filtering available data in light of the above considerations, six trap deployment data sets are selected for the validation exercise, listed in Table 2.

6. For each data set, the opal remineralization model is used to predict the settling flux of opal that would be measured by the individual sediment traps. For this, a base dissolution rate constant ($k_{opal}$) of 0.019 d$^{-1}$ is assumed, along with a uniform settling rate of 125 m d$^{-1}$ [Pondaven et al., 1998]. Temperature and [H$_2$SiO$_4$] profiles in the water column at trap locations are taken from Levitus et al. [1994] and Conkright et al. [1994], respectively. The mean residence time of opal in the traps is assumed to be equal to half the total trap collection time. During this period, opal is dissolved continuously at a rate dictated by ambient environmental conditions and is assumed "lost", since none of the selected sediment trap studies take account of in situ dissolution loss. Finally, for each data set, the magnitude of the opal export flux at 100 m depth is chosen so that the shallowest observed trap flux is reproduced. The model then simulates the flux that would be recorded by the deeper sediment traps.

[32] Simulated and observed trap fluxes are detailed in Table 3. It can be seen that the model can approximately simulate the change in flux with depth in a couple of the data sets (data sets 2 and 6). While the general trend exhibited by data set 3 (Table 3) is reproduced with an apparent maximum occurring at the 1250 m depth trap deployment, the magnitude of this feature is not well reproduced by the model. This mismatch can be corrected, however, by doubling the value of $k_{opal}$ to 0.038, a value only slightly higher than the range that reported dissolution rates allow for. The remaining data sets are poorly simulated. For instance, dissolution in the relatively warm and highly under-saturated environment of the tropical Atlantic location of data set 5 is apparently seriously overestimated. This model-data mismatch might be explained if the unusually long trap deployment period of 98 days [Honjo, 1980; Honjo et al., 1982] results in geochemical conditions within the layer of accumulating material in the bottom of the trap to approach those of the abyssal sedimentary environment (particularly since this location lies within the Saharan dust plume [Dupe et al., 1991]). The presence of detrital matter may thus have acted to suppress dissolution [Rickert et al., 2002; VanCappellen and Qiu, 1997a, 1997b], a factor accounted for in the scheme for sedimentary diagenesis (section 2.1.1), but not in the water column remineralization model applied in simulating the sediment trap data. Indeed, we find that it is possible to reproduce the observed profile by assuming a much lower value for $k_{opal}$ (and in conjunction with a decrease in settling velocity).

[33] For comparison, the equivalent predictions made by Gnanadesikan's [1999] parameterization (equation (16)) are shown alongside those of our model (Table 3). This model appears to consistently underestimate the trap observations in most of the data sets. An improved fit is possible if a more rapid settling rate is adopted, although it is beyond this particular scheme's capability to fit either of the data set 3 or 5, regardless of the assumptions made regarding settling rate.

[34] Despite its deficiencies, the new parameterization presented here does enable certain features of the observed data to be captured that could not readily be achieved before, particularly the existence of flux maxima at intermediate depths. This apparent "increase" of opal flux with depth (exhibited by data sets 3, 4, and 5) probably results from the in situ dissolution loss as captured opal resides in a shallower trap being greater than the combined loss due to dissolution during transit to the depth of a deeper trap and residence in the deeper trap. Such a situation is facilitated by the existence of a relatively steep environmental gradient (primarily in $u$) between traps, and by a trap residence time long compared to the transit time between traps. Since the flux maxima occur relatively deep in the ocean (1250–3755 m), it is unlikely that this is an artifact of radiolarians "swimmers" [Blain et al., 1999]. There is also no evidence in co-recorded CaCO$_3$
and detrital fluxes to suggest that hydrodynamic effects are responsible. Such an artifact would not be expected to be observed in traps where in situ dissolution was accurately quantified.

[35] Accounting for spatial variability in the chemical (ambient silicic acid concentrations) and physical (temperature) environment is clearly not sufficient in itself. There must be additional processes (omitted from equation (17)), which need to be accounted for in order to successfully reproduce observed sediment trap fluxes. One possibility is that the assumption of an opal-settling rate, which is uniform both with depth and with location of trap deployment, is in error. For instance, there is good evidence that the settling velocity of particulate material increases with depth [Berelson, 2002; Honjo and Manganini, 1993; Siegel et al., 1990], while velocities tend to be higher at locations where export is dominated by aggregates and fecal pellets [Dixit et al., 2001]. A second possibility concerns the role of bacteria, which could drive a significant increase in dissolution rate as siliceous material settles down through the ocean interior and the initially present protective organic coating is degraded. Dissolution rates will subsequently stabilize once the coating completely degrades or the material reaches the trap interior (invariably “poisoned” to prevent further (in situ) degradation of particulate organic material).

3. A Model for the Ocean Si Cycle

[36] Carbon cycle models incorporating the ocean-sediment Si cycle have already been developed [Archer et al., 2000b; Heinze and Crowley, 1997; Heinze et al., 1999]. However, these models operate on a relatively fine three-dimensional (3-D) ocean grid, and as a result can tend to be computationally quite expensive to run. It is therefore currently not entirely practical to generate large numbers of long (>100 ka) integrations with such models. To facilitate the characterization of the dynamics of relatively slow response components of the global carbon cycle (such as the oceanic inventory of silicic acid or the distribution of CaCO3 on the sea floor) and enable extensive sensitivity analyses to be conducted, a much more efficient numerical representation of the system is highly advantageous. A model of the ocean-atmosphere-sediment carbon cycle developed for application on glacial-interglacial timescales is therefore employed here [Ridgwell, 2001]. In this model, the physical representation of ocean circulation is derived from an off-line version of the zonally averaged OGCM of Stocker and Wright [1996], providing a reasonable compromise between highly simplified and computationally efficient (but very poorly resolved spatially) “box” models [e.g., Peng and Broecker, 1993], and considerably more, computationally, expensive models based on 3-D OGCMs [e.g., Archer et al., 2000b; Heinze et al., 1999]. The model of Stocker and Wright also has the advantage that its utility in paleoceanographic biogeochemistry studies is well established [Marchal et al., 1998a, 1998b, 1999]. Access to multiple runs on glacial-interglacial timescales is additionally facilitated by degrading meridional and vertical resolution by a factor of ~2 [Ridgwell, 2001]. The resulting representation of the physical structure and circulation of the ocean is shown schematically in Figure 6.

[37] Ocean biogeochemistry is based on the cycling of three primary nutrients limiting to biological productivity: phosphate, silicic acid, and iron. This is similar to that used by Watson et al. [2000], with the main difference being that of the representation of remineralization of opal in the water column, for which the scheme described in section 2.2 is utilized.

[38] At the ocean surface, CO2 and O2 are exchanged with a “well-mixed” atmosphere. At the ocean floor, exchange takes place with the sediments - settling particulate material being added to the surface sediments, and dissolved species diffusing back into the overlying water. To predict burial rates of biogenic opal, the sedimentary opal diagenesis scheme described in section 2.1 is utilized. In order to capture the control of atmospheric xCO2 exerted via the “rain ratio” mechanism [Archer and Maier-Reimer, 1994] that is at the heart of the Silica hypothesis [Harrison, 2000], it is necessary to account for the dissolution of CaCO3 in the sediments, driven not only by the degree of undersaturation

<table>
<thead>
<tr>
<th>Depth, m</th>
<th>Predicted1 Flux, μmol Si cm⁻² a⁻¹</th>
<th>Predicted2 Flux, μmol Si cm⁻² a⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>470</td>
<td>3.5 (3.50)</td>
<td>3.5 (3.50)</td>
</tr>
<tr>
<td>690</td>
<td>3.0 3.74 3.54</td>
<td>3.0 3.74 3.54</td>
</tr>
<tr>
<td>1220</td>
<td>2.9 3.91 3.25</td>
<td>2.9 3.91 3.25</td>
</tr>
<tr>
<td>3340</td>
<td>3.0 3.64 2.16</td>
<td>3.0 3.64 2.16</td>
</tr>
<tr>
<td>3660</td>
<td>2.8 3.59 2.03</td>
<td>2.8 3.59 2.03</td>
</tr>
</tbody>
</table>

**Table 3. Modeled Versus Observed Opal Flux**

Data Set 1

<table>
<thead>
<tr>
<th>Depth, m</th>
<th>Predicted1 Flux, μmol Si cm⁻² a⁻¹</th>
<th>Predicted2 Flux, μmol Si cm⁻² a⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>530</td>
<td>532.7 (532.7)</td>
<td>532.7 (532.7)</td>
</tr>
<tr>
<td>770</td>
<td>540.0 524.7 506.7</td>
<td>540.0 524.7 506.7</td>
</tr>
<tr>
<td>1200</td>
<td>473.0 513.0 469.8</td>
<td>473.0 513.0 469.8</td>
</tr>
<tr>
<td>2260</td>
<td>399.9 488.5 396.0</td>
<td>399.9 488.5 396.0</td>
</tr>
<tr>
<td>3110</td>
<td>484.6 466.7 346.9</td>
<td>484.6 466.7 346.9</td>
</tr>
</tbody>
</table>

**Data Set 2**

<table>
<thead>
<tr>
<th>Depth, m</th>
<th>Predicted1 Flux, μmol Si cm⁻² a⁻¹</th>
<th>Predicted2 Flux, μmol Si cm⁻² a⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>1.2 (1.20)</td>
<td>1.2 (1.20)</td>
</tr>
<tr>
<td>720</td>
<td>1.7 1.33 1.21</td>
<td>1.7 1.33 1.21</td>
</tr>
<tr>
<td>1250</td>
<td>2.1 1.41 1.15</td>
<td>2.1 1.41 1.15</td>
</tr>
<tr>
<td>3380</td>
<td>1.9 1.35 0.79</td>
<td>1.9 1.35 0.79</td>
</tr>
</tbody>
</table>

**Data Set 3**

<table>
<thead>
<tr>
<th>Depth, m</th>
<th>Predicted1 Flux, μmol Si cm⁻² a⁻¹</th>
<th>Predicted2 Flux, μmol Si cm⁻² a⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>2.7 (2.70)</td>
<td>2.7 (2.70)</td>
</tr>
<tr>
<td>2000</td>
<td>3.4 2.41 2.03</td>
<td>3.4 2.41 2.03</td>
</tr>
<tr>
<td>4500</td>
<td>3.3 1.75 1.13</td>
<td>3.3 1.75 1.13</td>
</tr>
</tbody>
</table>

**Data Set 4**

<table>
<thead>
<tr>
<th>Depth, m</th>
<th>Predicted1 Flux, μmol Si cm⁻² a⁻¹</th>
<th>Predicted2 Flux, μmol Si cm⁻² a⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>389</td>
<td>5.0 (5.00)</td>
<td>5.0 (5.00)</td>
</tr>
<tr>
<td>988</td>
<td>5.1 0.76 0.00</td>
<td>5.1 0.76 0.00</td>
</tr>
<tr>
<td>3755</td>
<td>5.4 0.00 0.00</td>
<td>5.4 0.00 0.00</td>
</tr>
<tr>
<td>5068</td>
<td>4.1 0.00 0.00</td>
<td>4.1 0.00 0.00</td>
</tr>
</tbody>
</table>

**Data Set 5**

<table>
<thead>
<tr>
<th>Depth, m</th>
<th>Predicted1 Flux, μmol Si cm⁻² a⁻¹</th>
<th>Predicted2 Flux, μmol Si cm⁻² a⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>61.2 (61.2)</td>
<td>61.2 (61.2)</td>
</tr>
<tr>
<td>3800</td>
<td>47.2 54.4 35.2</td>
<td>47.2 54.4 35.2</td>
</tr>
</tbody>
</table>

**Data Set 6**

[a] Present model (section 2.2).
(if any) of the overlying water (with respect to the solid phase) but also as a result of the respiration of organic carbon within the sediment pore water. To achieve this, we adopt the sedimentary CaCO₃ diagenesis model of Archer [1991], previously utilized to predict CaCO₃ preservation in the sediments within models addressing present-day sediment composition distributions [Archer, 1996], past (glacial-interglacial) changes in atmospheric xCO₂ [Archer and Maier-Reimer, 1994; Ridgwell, 2001; Watson et al., 2000], and the future fate of anthropogenic CO₂ [Archer et al., 1997].

Further details of the representation of ocean circulation and of ocean-sediment biogeochemistry are given in the Appendix A, with the model fully described in its entirety by Ridgwell [2001].

3.1. Baseline Model Results

A modern (pre-industrial) baseline simulation is generated by integrating the model for 500 ka following an initial 50 ka spin-up period. This is sufficiently long to bring even the slowest adjusting part of the system (13C, with an adjustment time of ~100 ka) virtually into steady state. The supply rate of silicic acid to the open ocean (from net riverine influx, hydrothermal sources, and sea floor weathering - see Figure 1) was set at 5.1 Tmol Si a⁻¹, just slightly lower than estimated by Tréguer et al. [1995]. For aeolian Si input, we utilize the modern deposition field generated by the dust production-transport-deposition model of Mahowald et al. [1999], giving a total dust flux to the ocean of some 6.85 × 10¹⁴ g a⁻¹. Assuming that the abundance of SiO₂ is 66 wt% (mean upper continental crustal abundance [Taylor and McLennan, 1985]), the SiO₂ input is 4.52 × 10¹⁴ g SiO₂ a⁻¹, or 7.54 Tmol Si a⁻¹. To achieve a value for aeolian silicic acid supply of 0.5 Tmol Si a⁻¹ [Tréguer et al., 1995], a solubility of ~6.6% is required. This is in line with the experimental estimates [Wollast and Chou, 1985].

The baseline model state is characterized by a mixing ratio of CO₂ in the atmosphere of 269 ppm. This is slightly lower than pre-industrial estimates of 278 ppm [Houghton et al., 2001], possibly due to the simplistic partitioning of biological export between just two phytoplankton groups [Ridgwell, 2001; Watson et al., 2000], poor representation of convective regimes at high latitudes, and/or lack of true seasonality in the model. Since the focus of this study is on the dynamical behavior of the ocean Si system over an extended time period, there is little to be gained from overtuning the model to achieve any particular steady state atmospheric xCO₂ value. Mean oceanic dissolved inorganic carbon (DIC), alkalinity (ALK), and H₄SiO₄ concentrations predicted by the model of 2234, 2370, and 74.5, mol kg⁻¹, respectively, are all in line with pre-industrial estimates [Tréguer et al., 1995; Yamanaka and Tajika, 1996]. Total POC export out of the euphotic zone (100 m depth) is 8.8 Gt C a⁻¹, similar to current model estimates of 7.5–11.0 Gt C a⁻¹ [Archer et al., 1998, 2000b; Heinze et al., 1999; Six and Maier-Reimer, 1996; Yamanaka and Tajika, 1996]. Just over half of this (4.8 Gt C a⁻¹) is due to siliceous phytoplankton (diatoms) with the remainder being derived from nonsiliceous phytoplankton (including coccolithophorid) productivity. CaCO₃ export is 1.3 Gt C a⁻¹, giving a mean CaCO₃:POC export rain ratio of 0.14, again consistent with current estimates, which lie in the range 0.08–0.22 [Archer et al., 1998, 2000b; Heinze et al., 1999; Yamanaka and Tajika, 1996].

The model is moderately successful in reproducing some of the general features of the silicic acid concentration field in the ocean (Figure 7). However, it fails to reproduce observed ocean interior nutrient maxima in both the Pacific and Indian basins, while concentrations are too high closer to the surface (above ~500 m depth), possibly associated with a weak thermocline structure [Ridgwell, 2001]. The model also fails to fully resolve the deep H₄SiO₄ nutricline centered on the 75 μmol kg⁻¹ contour. However, the
phosphate field (not shown), which is controlled by very different remineralization processes, exhibits similar deficiencies as that of H$_4$SiO$_4$. This suggests that the low-resolution nature of the ocean structure and/or circulation may be predominantly to blame for such failures, rather than the biogeochemistry [Ridgwell, 2001]. It is also possible that this model-data misfit reflects the role of bacteria in degrading protective organic coatings, not accounted for in the present model. Since these coatings may only become completely degraded once the settling siliceous material has reached the ocean interior, dissolution rates (and thus the release of dissolved Si) would then be comparatively suppressed in the upper water column, thus explaining the unexpectedly low concentrations of H$_4$SiO$_4$ observed in the upper ~500 m.

[43] Global export of opal from the euphotic zone is 136.9 Tmol Si a$^{-1}$, somewhat lower than previous model-derived estimates of 170–275 Tmol Si a$^{-1}$ [Archer et al., 2000b; Heinze et al., 1999], but very close to mass balance estimates of ~120 Tmol Si a$^{-1}$ [Tréguer et al., 1995]. Of this, 5.6 Tmol Si a$^{-1}$ accumulates in deep-sea sediments (balancing the dissolved Si input at steady state), giving an overall (i.e., water column + sedimentary) opal preservation efficiency of 4.4% with respect to export production. Assuming ~50% recycling efficiency within the euphotic zone [Nelson et al., 1995], the mean global preservation efficiency of opal with respect to primary production is predicted to be 2.2%, consistent with previous estimates [Nelson et al., 1995; Pondaven et al., 2000; Tréguer et al., 1995]. Model-predicted Si fluxes are shown schematically in Figure 1, and contrasted with the estimates of Tréguer et al. [1995].

[44] Although global opal export and burial fluxes predicted by the baseline model are consistent with the seminal analysis of the marine Si budget made by Tréguer et al., there is obvious disagreement over how dissolution of biogenic opal is partitioned between water column and surface sediments. The baseline model predicts a total dissolution flux of 131.3 Tmol Si a$^{-1}$, partitioned with
The estimate of emission dissolution flux predicted by the baseline model and 83.2 Tmol Si a\(^{-1}\) cycle (such as atmospheric CO\(_2\)), the value of the (tunable) parameter controlling the Si:C export production ratio from siliceous phytoplankton (equation (27)) must also be adjusted. Reconfiguring the model with an opal settling rate reduced from 125 to 75 m d\(^{-1}\), and increasing the Si:C ratio of siliceous phytoplankton export production by about 29% everywhere, a global dissolution rate of opal within the water column of 81.4 Tmol Si a\(^{-1}\) is thereby obtained, which is comparable to the value obtained by Tréguer et al. (Figure 1). While total export in the model (165.9 Tmol Si a\(^{-1}\)) is now significantly greater than the 120 Tmol Si a\(^{-1}\) estimated by Tréguer et al., a recent reassessment suggests that the data-based estimate (120 Tmol Si a\(^{-1}\)) must be revised upwards [DeMaster, 2002], bringing it more in line with this and previous model-based estimates [Archer et al., 2000b; Heinze et al., 1999]. The mean oceanic H\(_4\)SiO\(_4\) concentration is now slightly higher than in the baseline model (82.6 compared to 74.5 μmol kg\(^{-1}\)). The model-predicted H\(_4\)SiO\(_4\) field in the deep Pacific and Indian Oceans is now a better match to observations (Figure 7), although this is only achieved at the expense of a slightly poorer fit at shallower depths, adding further weight to an important role for a bacterial-mediated increase in opal dissolution rates with depth.

The ~360% discrepancy between the global sediment dissolution flux predicted by the baseline model and the estimate of Tréguer et al. [1995] (Figure 1) is much less easy to resolve, and the situation is little improved (340%) with the alternative reconfigured Si cycle. Validation of the sedimentary diagenesis model (section 3.2) reveals no systematic deviation of model behavior from the observed data that is sufficient to account for the magnitude of the mismatch. There are therefore no grounds to believe that the sedimentary opal diagenesis model can be substantially at fault. Another possibility is that the integrated Tréguer et al. global dissolution flux from deep-sea sediments is underestimated. For instance, while the baseline model predicts similar fluxes (~4 μmol Si cm\(^{-2}\) a\(^{-1}\)) at the ocean-sediment interface underlying many oligotrophic regions, dissolution fluxes in the Antarctic region are higher by a factor of 2–3. In addition, Tréguer et al. implicitly discount any significant contribution made by sediments underlying low latitude upwelling zones, regions characterized by relatively high dissolution fluxes (10–60 μmol Si cm\(^{-2}\) a\(^{-1}\)) in our model.

[46] The distribution of surface sediment opal content predicted in the baseline run is shown in Figure 8. Within the constraints dictated by a zonally averaged ocean circulation field, the global distribution appears generally reasonable compared to observations [Broecker and Peng, 1982; Heinze et al., 1999]. For instance, the prominent depositional environment in the Southern Ocean is correctly predicted. This is partly a result of high model opal export fluxes in this region, which arise due to a combination of siliceous phytoplankton dominated productivity and high opal:POC rain rates - itself a consequence of the model-parameterized (see Appendix A) effect of Fe availability on Si utilization efficiency by diatoms in this Fe-limited region. A second important factor is the relatively high degree of preservation of opal within the water column (up to twice as great as that in much of the rest of the ocean), driven by low temperatures and high concentrations of H\(_4\)SiO\(_4\) [Ridgwell, 2001]. A subsidiary sink in the equatorial Pacific is also reproduced. However, little opal is present in Indian Ocean sediments contrary to observations, while opal contents in the equatorial Atlantic and north Pacific are slightly overestimated. The distribution of sedimentary wt% opal is little affected by alternative (coupled) assumptions of lower opal settling rate and higher Si:C export ratios.

[47] More pertinent to the operation of the ocean Si cycle than the regional distribution of sediment opal content per se, are the respective burial fluxes. Detailed in Table 4 are the regional burial fluxes predicted by the baseline model and compared with the Tréguer et al. [1995] marine Si budget, and a recent re-assessment by DeMaster [2002]. It can be seen that burial rates both in (mainly oligotrophic)
areas of low opal content sediments and in the North Pacific agree closely in all three studies. Our results are also highly similar to the recent (revised down) Antarctic budget [DeMaster, 2002]. However, there are disparities in the context of basin-scale sinks, which are not resolved in the model. There is also very substantial disagreement over the importance of low latitude upwelling regions, which we predict to be strong sinks, although problems of “nutrient trapping” [Najjar et al., 1992] in the model may result in burial rates being somewhat overestimated, particularly for the equatorial Atlantic.

3.2. Validation of the Opal Diagenesis Model

[48] The sedimentary opal diagenesis model has been constructed semi-empirically, based on data derived from a single transect of sediment cores located in the Southern Ocean. It is therefore of obvious importance to carefully validate the model; ideally against data from geographically and biogeochemically different locations. Rather than focus on the detailed match to any one particular core or set of cores, because the diagenesis model is employed within a global framework, which resolves only mean regional (zonally averaged) behavior, it is arguably more appropriate to consider general trends of model behavior. A database of observations having direct equivalence with model output (and derived from cores located mainly in the tropical and subtropical Pacific and subtropical Atlantic) is assembled – detailed in Table 5 and presented graphically in Figure 9. Conditions in the regions where the cores are located deviate substantially from those of the Southern Ocean, often being characterized by much higher CaCO3 sediment contents (especially in the Atlantic), lower opal rain rates, higher (Pacific) or lower (Atlantic) bottom-water silicic acid concentrations, and slightly warmer abyssal temperatures. Such data will thus provide a particularly robust test of the model.

[49] Global functional relationships between different variables (generated in the baseline run) exhibited by the opal diagenesis model are displayed in Figure 9. A number of observed trends are successfully reproduced, such as the variation of opal burial flux with rain flux (Figure 9a), opal content as a function of opal rain flux (Figure 9b), asymptotic sedimentary silicic acid concentrations as a function of sediment opal content (Figure 9e), and the relationship between asymptotic sedimentary silicic acid concentrations and opal rain rate (Figure 9d). Less well reproduced is the trend of dissolution flux as a function of opal content (Figure 9c), with the model unable to account for some of the very low dissolution fluxes observed in low- and mid-latitude regions. However, behavior critical to the global Si cycle, particularly the dependence of fractional burial on rain flux (Figure 9f), is still reasonably captured. Overall, considering that the opal diagenesis model was developed exclusively from Southern Ocean data, it is very encouraging that many aspects of its performance under very different oceanic and sedimentary conditions appear to be in such good agreement with observations.

4. Glacial-Interglacial Perturbation of Si Cycling

[50] Interest has recently been stimulated in the role that changes in the dissolved Si input to the ocean may have had in driving glacial-interglacial variability in atmospheric xCO2 [Harrison, 2000; Tréguer and Pondaven, 2000]. Although a decrease in dust (as recorded at Vostok) precedes the increase in atmospheric xCO2 at glacial termination [Petit et al., 1999], there is an apparent lag of up to 8 ka between initial dust decline and initial xCO2 rise [Broecker and Henderson, 1998]. For dust to drive the change in atmospheric xCO2 at this time, this apparent lag must be accounted for. Since the residence time of H2SiO4 in the ocean is of similar order to the observed lag, an important role might be possible for changes in aeolian input of dissolved Si to the ocean. Based on this observation, Harrison [2000] proposed a “Silica Hypothesis”, whereby higher aeolian Si supply to the surface ocean during glacial times enhances diatom productivity at the expense of calcium carbonate shell-forming species, producing a second-order effect on xCO2 through the “rain ratio hypothesis” [Archer and Maier-Reimer, 1994]. Harrison [2000] went further, and suggested that the entire deglacial increase in atmospheric xCO2 might be explained by the decrease in dust supply to interglacial levels. Changes in the supply of Si from continental (silicate) rock weathering [Tréguer and Pondaven, 2000] or sea level driven fluctuations in opal accumulation on continental shelves [Ridgwell, 2001] might further enhance this effect.

[51] Although the delay between dust flux decline and atmospheric xCO2 rise can be understood simply in terms of a nonlinear response of productivity in the Southern Ocean to changes in aeolian iron supply [Ridgwell and Watson, 2002; Watson et al., 2000], it is also important to assess changes in Si input to the ocean as an alternative explanation. This assessment is made by integrating the carbon cycle model for approximately four glacial-interglacial cycles (400 ka), with an initial model spin-up of length 150 ka. A time history of dissolved Si supply to the ocean over the course of the last 400 ka is constructed by the transformation of a suitable proxy signal [Ridgwell, 2001]. The effect over time of this Si input perturbation on the ocean Si cycle and atmospheric xCO2 is then analyzed.
Some care must be taken in the interpretation of the calculated atmospheric $\text{CO}_2$ response. Concern has recently been raised regarding whether certain configurations of ocean carbon cycle model, particularly the so-called "box" models, might distort the response of atmospheric composition to certain perturbations [Archer et al., 2000a; Broecker et al., 1999]. To address this issue, two sensitivity indices have been independently developed for quantifying the relative control exerted by the high and low latitude ocean surface on atmospheric $\text{CO}_2$ – the "Harvardton Bear Equilibrium Index" [Broecker et al., 1999] and the "Abiotic Index" [Archer et al., 2000a]. To verify that there is no a priori reason to suspect that the sensitivity of atmospheric $\text{CO}_2$ to any Si perturbation might be biased (at least in the context of the prescribed test environment), values for both of these indices are generated with the carbon cycle model used here. In both tests, score values are similar to those of carbon cycle models based on 3-D OGCMs [Ridgwell, 2001] (although this says nothing in itself regarding the absolute degree of realism or otherwise of the model response).

4.1. Testing the Silica Hypothesis

To test the hypothesis that glacial-interglacial changes in aeolian Si supply could have exerted a strong control over atmospheric $\text{CO}_2$, dust deposition to the surface ocean is varied. Dust production-transport-deposition models predict that the global dust flux to the ocean was a little over 3.3

| Table 5. Details of Opal Diagenesis Model Sediment Core Validation Data |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Core ID | Opal, wt% | Opal Rain Flux, $\mu$mol cm$^{-2}$ a$^{-1}$ | Opal Burial Flux, $\mu$mol cm$^{-2}$ a$^{-1}$ | Opal Dissolution Flux, $\mu$mol cm$^{-2}$ a$^{-1}$ | Preservation, % | $[\text{H}_4\text{SiO}_4]_{\text{opal}}$ | Reference |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| HAP | 3 | 6 | 4.32$^a$ | 1.68$^a$ | 72 | | [Archer et al., 1993] |
| NAP | 0 | 4 | 0.04$^a$ | 3.96$^a$ | 1 | | [Archer et al., 1993] |
| E | 2 | 5 | | | | | [Archer et al., 1993] |
| MFZ | 3 | 11 | 1.21$^a$ | 9.79$^a$ | 11 | | [Archer et al., 1993] |
| ER | 9 | 9 | | | | | [Archer et al., 1993] |
| NS | 10 | 44 | 8.80$^a$ | 35.20$^a$ | 20 | | [Archer et al., 1993] |
| MW | 6 | 14 | 1.96$^a$ | 12.04$^a$ | 14 | | [Archer et al., 1993] |
| G | 3 | 5 | 0.20$^a$ | 4.80$^a$ | 4 | | [Archer et al., 1993] |
| H | 15 | 7 | 0.28$^a$ | 6.72$^a$ | 4 | | [Archer et al., 1993] |
| M | 11 | 12 | 0.48$^a$ | 11.52$^a$ | 4 | | [Archer et al., 1993] |
| S | 16 | 3 | 0.03$^a$ | 2.97$^a$ | 1 | | [Archer et al., 1993] |
| C | 13 | 11 | 1.10$^a$ | 10.90$^a$ | 10 | | [Archer et al., 1993] |
| EP1 | 0 | 2 | | | | | [Archer et al., 1993] |
| PB | 7 | 31 | | | | | [Archer et al., 1993] |
| T9 | 3.2 | | 6.8 | | | | [Martin et al., 1991] |
| T12 | 6.3 | | 8.4 | | | | [Martin et al., 1991] |
| T16 | 6.4 | | 11.9 | | | | [Martin et al., 1991] |
| T31 | 9.1 | | 16.4 | | | | [Martin et al., 1991] |
| T36 | 12.2 | | 20.3 | | | | [Martin et al., 1991] |
| T42 | 9.6 | | 20.3 | | | | [Martin et al., 1991] |
| T47 | 15.2 | | 17.8 | | | | [Martin et al., 1991] |
| T62 | 13.7 | | 10.7 | | | | [Martin et al., 1991] |
| T68 | 11.4 | | 10.7 | | | | [Martin et al., 1991] |
| T69 | 20.7 | | 12.9 | | | | [Martin et al., 1991] |
| T89 | 17.2 | | 7.0 | | | | [Martin et al., 1991] |
| T92 | 17.9 | | 14.7 | | | | [Martin et al., 1991] |
| 04-12S | | | 1.8 | | | | [McManus et al., 1995] |
| 10-12S | | | 2.9 | | | | [McManus et al., 1995] |
| 34-05S | | | 8.4 | | | | [McManus et al., 1995] |
| 39-05S | | | 8.8 | | | | [McManus et al., 1995] |
| 27-05S | 3.3 | | 12.8 | | | | [McManus et al., 1995] |
| 19-02S | | | 14.2 | | | | [McManus et al., 1995] |
| 23-02S | 7.0 | | 11.3 | | | | [McManus et al., 1995] |
| 48-00 | | | 14.6 | | | | [McManus et al., 1995] |
| 58-00 | | | 17.5 | | | | [McManus et al., 1995] |
| 77-02N | | | 16.8 | | | | [McManus et al., 1995] |
| 82-02N | 9.7 | | 19.0 | | | | [McManus et al., 1995] |
| 113-04N | 8.2 | | 9.5 | | | | [McManus et al., 1995] |
| 104-05N | 5.5 | | 9.5 | | | | [McManus et al., 1995] |
| 108-05N | | | 7.3 | | | | [McManus et al., 1995] |
| 132-09N | 11.0 | | 3.3 | | | | [McManus et al., 1995] |
| 135-09N | | | 3.3 | | | | [McManus et al., 1995] |
| Z-9 | | | 18.3 | | | | [McManus et al., 1995] |
| X-5 | | | 17.2 | | | | [McManus et al., 1995] |
| W-3 | | | 24.5 | | | | [McManus et al., 1995] |
| PFC | 7.8 | | 11.3 | | | | [McManus et al., 1995] |
| PFSC | 9.6 | | 5.4 | | | | [McManus et al., 1995] |
| PFS | 10.8 | | 21.6 | | | | [McManus et al., 1995] |

$^a$Calculated from published opal rain rates and percentage opal preservation.
Figure 9. Functional relationships predicted by the opal diagenesis model at each sedimentary grid point (small open circles), but excluding sediments lying at depths shallower than 1000 m, contrasted with the validation data, indicated by larger filled symbols; squares - McManus et al. [1995], diamonds - Archer et al. [1993], triangles - Martin et al. [1991] (see Table 5). The thick dashed line in (d) indicates the estimated trend of Archer et al. [2000b]. The fragmentation of the overall trend into distinct segments of data points is an artifact of the discontinuous nature of biogeochemistry that results from the use of a relatively low-resolution representation of ocean circulation.
times higher during glacials than during interglacials [Maho-
wald et al., 1999]. If present-day aeolian H$_4$SiO$_4$ supply is
0.5 Tmol Si a$^{-1}$ [Tre`guer et al., 1995], the glacial flux is then
1.67 Tmol Si a$^{-1}$. In order to reconstruct a record for the last
400 ka, the temporal variability of dust recorded in the
Vostok core [Petit et al., 1999] is used as a proxy for relative
changes in flux [Watson et al., 2000]. The resulting total
dissolved Si supply signal is shown in Figure 10a. Aeolian
iron supply, in contrast, is held constant for the purpose of
this experiment.

The response of the oceanic H$_4$SiO$_4$ inventory to the
applied forcing is shown in Figure 10b. Despite a peak 20% perturbation in Si supply, the magnitude of variability
induced in the H$_4$SiO$_4$ inventory is rather small (3%). Unlike
the “Silica Hypothesis” [Harrison, 2000], the “biological” model employed in this study makes no assumption of invariant total global POC export (see Appendix A). Despite this, POC export is little affected (<0.2%) by this perturba-
tion in the baseline model. However, there is a 3.1% increase in
global POC export flux derived from siliceous phytoplankton
during glacial periods as compared to interglacials, which occurs at the expense of nonsiliceous phytoplankton
productivity, reducing the global CaCO$_3$:POC rain ratio by
3.6%. Atmospheric $x$CO$_2$ responds to this with a glacial-interglacial amplitude of less than $\approx$4 ppm (Figure 10c), and
with a total deglacial (19-0 ka BP) rise of little more than 2
ppm over the interval from 18 to 11 ka BP (during which ice
cores show a relatively rapid rise of $\approx$80 ppm [Petit et al.,
1999; Smith et al., 1999]). The sensitivity of atmospheric
$x$CO$_2$ to the Si perturbation is essentially the same under an
ocean Si cycle reconfigured to exhibit much greater disso-
lution of biogenic opal within the water column.

4.2. Introducing the “Opal Extraction Mechanism”

We propose an additional mechanism by which the
input of Si to the ocean might have been significantly altered
on glacial-interglacial time scales. Recognizing that an
analogue to the phosphate extraction model [Broecker,
1982; Broecker and Peng, 1982] can be found in the nutrient
silicic acid, we suggest that the global accumulation rate of
biogenic opal deposited on continental shelves may have
varied substantially in response to changes in sea level.
Considering that the burial of biogenic opal in neritic sedi-
ments is estimated to be equivalent to $\approx$20% of the entire
deep-sea sediment sink of H$_4$SiO$_4$ (5.9 Tmol Si a$^{-1}$) [Tre-
guer et al., 1995], operation of this mechanism represents a
potentially significant perturbation of the oceanic Si cycle.

A simple neritic opal accumulation model is con-
structed, parameterized after the (nonreefal component)
CaCO$_3$ accumulation model of Munhoven and Francois
[1996]. Rates of opal accumulation per unit shelf area are
chosen to give a mean global accumulation rate over the late
Holocene of 1.2 Tmol Si a$^{-1}$ [Tre`guer et al., 1995]. Since
little is known regarding erosion rates of previously depos-
ited opaline material, we depart from the CaCO$_3$ model of
Munhoven and Francois [1996] by omitting any erosion
term. The opal accumulation model is forced with a time-
varying change in sea level reconstructed for the last 400 ka,
taking the SPECMAP stacked $\delta^{18}O$ record [Imbrie et al.,
1984] as a signal template, and assuming that sea level at
the last glacial maximum was 117 m lower than at present [Fairbanks, 1989; Walker and Opdyke, 1995].

This “opal extraction model” predicts a variable (as a function of sea level) neritic sink between 0.36 and 1.21 Tmol Si a⁻¹. Again, despite the applied forcing representing an apparently substantive perturbation of Si supply, the response of the oceanic H₄SiO₄ inventory and atmospheric xCO₂ is highly damped (not shown), with a deglacial increase of only ~2 ppm [Ridgwell, 2001].

5. Discussion

5.1. Atmospheric xCO₂ Sensitivity to Changes in Si Input

As described in Appendix A, the ratio of CaCO₃ to POC exported out of the euphotic zone in the model is controlled by the partitioning of nutrient utilization between the two distinct phytoplankton groups [Ridgwell, 2001; Watson et al., 2000] – siliceous phytoplankton (which are assumed responsible for the export of POC and opal) and nonsiliceous phytoplankton (which are assumed responsible for the export of POC and CaCO₃). In the absence of any nutrient limitation, siliceous phytoplankton dominate nutrient uptake and export. Supply of H₄SiO₄ therefore acts as a crude switch in the model. If the supply of H₄SiO₄ is plentiful, export of biogenic matter is dominated by siliceous phytoplankton, resulting in a low value for the CaCO₃:POC ratios. If H₄SiO₄ is limiting, however, nutrient uptake (and export) by siliceous phytoplankton is restricted, and the availability of other nutrients (PO₄ and Fe) for utilization by nonsiliceous phytoplankton will be greater. In this case, the CaCO₃:POC rain ratio will be relatively high. By increasing the supply of H₄SiO₄ to the euphotic zone, the rain ratio is shifted between these two extremes, and CaCO₃:POC ratio is reduced.

In ocean sediments, the dissolution rate of CaCO₃ is a function of the degree of undersaturation of the aqueous pore water environment with respect to the solid (calcitic) phase [Hales and Emerson, 1997; Keir, 1980]. However, pore water carbonate chemistry is determined not only by the chemistry of the overlying waters, but also by the release of CO₂ through the respiration of organic matter (delivered along with CaCO₃) also present in the sediments [Archer, 1991, 1996; Emerson and Bender, 1981]. The fractional preservation of CaCO₃ in the sediments will therefore be perturbed by any change in the CaCO₃:POC rain ratio reaching the ocean floor. This, in turn, will upset the balance between the supply of carbon and alkalinity to the ocean, and CaCO₃ burial in (deep-sea) sediments, altering ocean chemistry and with it, atmospheric xCO₂.

The sensitivity of atmospheric xCO₂ to changes in the global mean rain ratio in the model is about 1.6 ppm per percent change in CaCO₃:POC. A 40% decrease in rain ratio is therefore sufficient to drive a 68 ppm decrease in atmospheric xCO₂. This is comparable to the sensitivity found with a very different representation of ocean circulation and productivity (although with an almost identical representation of sedimentary CaCO₃ diagenesis) [Archer and Maier-Reimer, 1994].

[60] The results of the ocean carbon cycle model presented here suggest that the response of the system to perturbation of dissolved Si supply to the ocean will be highly damped (see Figure 10). In contrast, an important role for reduction in Si supply in driving the deglacial rise in atmospheric xCO₂ was concluded in previous assessments made of the “Silica hypothesis” [Harrison, 2000; Tréguer and Pondaven, 2000]. A number of factors contribute to this discrepancy.

[61] Taking the slightly more realistic of the two assumptions made regarding ecosystem function, Harrison [2000] estimated that a 57% increase in opal export driven by an enhancement of aeolian Si supply (from 0.5 to 3.7 Tmol Si a⁻¹) would be sufficient to suppress the CaCO₃:POC rain ratio by 40%, and thus achieve a glacial atmospheric xCO₂ value [Archer and Maier-Reimer, 1994]. This is similar to the sensitivity found by Tréguer and Pondaven [2000] using an ocean biogeochemical model [Tyrrell, 1999]. On a global basis, upwelling and mixing dominate the supply of new (i.e., not recycled) H₄SiO₄ to the euphotic zone [Tréguer et al., 1995] (Figure 1). Therefore, for the Silica hypothesis to realize its full potential, changes in Si input must be capable of driving an ~50% increase in the oceanic H₄SiO₄ inventory.

In assessing the Silica hypothesis, it is crucial to recognize that the global Si cycle is far from linear. Archer et al. [2000b] reported that the global opal burial rate scaled with the second power of ocean H₄SiO₄ inventory in a 3-D GCM-based carbon cycle model. This is further investigated by carrying out a sensitivity analysis with the present model. Following a 50 ka spin-up under baseline (modern ocean) boundary conditions, a step-wise change in the total dissolved Si input to the ocean is imposed, and the system allowed to adjust for a further 50 ka (thus achieving ~95% of true steady state). The results of this analysis are shown in Figure 11. There is a clear nonlinear response of
burial flux with H$_4$SiO$_4$ inventory, with an approximately parabolic relationship, consistent with Archer et al. Since loss of opal through burial must equal the supply rate to the ocean of dissolved Si at steady state, the consequence of this nonlinearity is that it becomes disproportionately difficult to enhance the oceanic H$_4$SiO$_4$ inventory through an increase in Si supply [Archer et al., 2000b]. Opal export (and the CaCO$_3$:POC rain ratio) will therefore be much less sensitive to changes in Si input to the ocean than predicted previously with the implicit assumption of a linear relationship between H$_4$SiO$_4$ inventory and Si supply. Taking this nonlinearity into account, the change in rain ratio corresponding to an increase in aeolian Si supply of 3.2 Tmol Si a$^{-1}$ would only shift ecosystem composition sufficiently to drive a decrease in rain ratio of $\sim 18$–24% on the basis of the models of Harrison [2000] and Tréguer and Pondaven [2000]. Our surface ocean productivity model predicts a similar (20%) decrease in rain ratio in response to the same (steady state) increase in Si input, sufficient to lower atmospheric CO$_2$ by 34 ppm.

Secondly, the 7.4-fold glacial enhancement in aeolian silicate delivery assumed by Harrison [2000] and Tréguer and Pondaven [2000] is more than double the prediction of a dust transport-deposition model [3.3 times] that we adopt [Mahowald et al., 1999]. Taking this lower estimate, the change in rain ratio would be further reduced to $\sim 10\%$, with the silica hypothesis now only accounting for a $\sim 14$ ppm change.

Finally, it is important that account is taken of the time-varying nature of the system forcing. Some of the more prominent features exhibited by records of dust supply (such as associated with deglacial transitions and glacial maxima) are characterized by time scales of order 10 ka or less [DeMenocal et al., 1993; Petit, 1999; Rea, 1990; Tiedemann et al., 1994]. This is shorter than the oceanic residence time of H$_4$SiO$_4$ in the ocean, which has a value of about 16 ka in our model, consistent with estimates of 10–20 ka derived from previous modeling [Archer et al., 2000b] and mass balance [Tréguer et al., 1995] considerations. The response of the oceanic H$_4$SiO$_4$ inventory to a time-varying perturbation in supply rate will therefore be damped. Furthermore, it is not the dynamical response of the ocean Si system that is of ultimate interest, per se, but atmospheric trace gas composition. Since changes in sedimentary CaCO$_3$ burial controls atmospheric CO$_2$ in the silica hypothesis, the additional response of the ocean-sediment CaCO$_3$ system to perturbation of the CaCO$_3$:POC rain ratio must be taken into account. In our model this is $\sim 9$ ka, consistent with Archer et al. [1997]. The $e$-folding time of atmospheric CO$_2$ with respect to changes in Si supply will therefore be slower than that of the oceanic Si inventory alone. We find that atmospheric CO$_2$ in fact responds with an $e$-folding time of about 23 ka. Ocean-sediment interactions thus act as an efficient low-pass filter on a time-varying input of Si to the ocean.

The net consequence of these different factors is that decreasing aeolian silicate deposition rates are unable to account for any significant proportion of the rapid deglacial increase observed in atmospheric CO$_2$. Similar arguments can be applied to glacial-interglacial variability in riverine H$_4$SiO$_4$ supply from weathering, and to our “opal extraction mechanism.” Furthermore, the fact that the response time of the oceanic Si inventory (and thus of atmospheric CO$_2$) depends on the ratio of inventory to total burial rate, suggests that the baseline model may represent something of an upper limit of sensitivity. Enhancing the importance of opal dissolution within the water column will result in an increased Si inventory, while lower glacial sea levels will result in a restricted (neritic) sedimentary sink — both these factors will increase the inventory to burial ratio and thus tend to drive an increased damping of system response to perturbation.

Although the long adjustment time of the global carbon cycle results in a very muted atmospheric CO$_2$ response associated with the relatively rapid deglacial transitions, this will not necessarily be the case with regard to the more gradual descent of the Earth system into its glacial state, which takes place on a time scale of 50–100 ka. Combined, changes in dust deposition and neritic opal accumulation rates can account for up to 10 ppm of the decrease in atmospheric CO$_2$ between each interglacial and subsequent glacial maximum. If a substantial glacial increase (50%) in the riverine supply of dissolved Si to the ocean arising from terrestrial weathering were also to be hypothesized, it is possible that an increasing oceanic inventory of H$_4$SiO$_4$ could perhaps drive as much as 20 ppm of the declining trend evident in each climatic cycle [Petit et al., 1999]. However, it should be noted that recent studies find little evidence for any significant glacial-interglacial change in the supply of dissolved Si from continental erosion [Jones et al., 2002].

5.2. Is the Present-Day Marine Si Cycle In or Out of Balance?

Budgets constructed for the marine Si cycle have postulated that the system is close to steady state at present [DeMaster, 2002; Tréguer et al., 1995], with losses (opal burial) approximately equal to inputs (dissolved Si). If significant glacial-interglacial changes in the input of dissolved Si to the ocean have occurred, whether driven by variability in the flux of aeolian material to the ocean surface or through changes in the shelf area available for opal accumulation in neritic sediments (our “opal extraction mechanism”), the relatively long residence time of Si in the world ocean ($\sim 16$ ka) raises the possibility that the present-day marine Si budget may be significantly out of balance. This would not make this biogeochemical cycle unique — for instance, it is suspected that the modern ocean nitrogen cycle is far from steady state, with nitrogen losses from the ocean through denitrification (particularly on continental shelves) exceeding the combined input from rivers, atmosphere, and nitrogen fixation in the surface ocean [Berger and Vincent, 1986; Codispoti, 1995; McElroy, 1983].

A recent re-analysis of the marine Si budget [DeMaster, 2002] suggests a considerably greater role for neritic accumulation (at the expense of reduced accumulation in the deep-sea) than previous studies have identified [Tréguer et al., 1995]. On the face of it, this would appear to greatly enhance the potential importance of the “opal extraction mechanism.” Furthermore, the fact that the response time of the oceanic Si inventory (and thus of atmospheric CO$_2$) depends on the ratio of inventory to total burial rate, suggests that the baseline model may represent something of an upper limit of sensitivity. Enhancing the importance of opal dissolution within the water column will result in an increased Si inventory, while lower glacial sea levels will result in a restricted (neritic) sedimentary sink — both these factors will increase the inventory to burial ratio and thus tend to drive an increased damping of system response to perturbation.
mechanism". However, there are difficulties in reconciling the revised DeMaster [2002] budget with the operation of this mechanism. The reasoning is as follows. We first assume that there is no change in riverine [Jones et al., 2002] or hydrothermal and (cold) basaltic weathering fluxes (combined input to open and coastal ocean = 6.2 Tmol Si a⁻¹ [Tréguer et al., 1995]). Making the same assumptions regarding aeolian Si input as earlier (section 4.1), suggests an aeolian contribution averaged over the past 400 ka of 0.65 Tmol Si a⁻¹ (interglacial = 0.5 Tmol Si a⁻¹, peak glacial = 1.2 Tmol Si a⁻¹). If there is to be no long term (∼100 ka) trend over the late Quaternary, the total (neritic + benthic) biogenic opal sedimentary sink averaged over a glacial-interglacial cycle must be equal to the total 6.85 Tmol Si a⁻¹ input. Since this falls near the bottom of the range of values (6.5–7.4 Tmol Si a⁻¹) that DeMaster [2002] estimates for the present-day total removal rate, peak glacial removal rates cannot be significantly lower, otherwise the long-term average sink would be out-of-balance with the input. This does not appear to be compatible with the very significant changes in shelf (and thus available depositional) area that occurred, particularly since weathering of neritic deposits of siliceous material on shelves exposed at times of low sea level stand would push the long-term balance even further into surplus.

One possibility is that revised DeMaster [2002] marine Si budget significantly underestimates the magnitude of the removal rate in the deep-sea, with rates actually being more like the ∼6 Tmol Si a⁻¹ predicted by our model and in the analysis by Tréguer et al. [1995]. In this case, the marine Si cycle would be out of balance at present, with a significant excess of burial compared to input. Alternatively, the present-day deep-sea sink might be as low as ∼4 Tmol Si a⁻¹ as suggested by DeMaster [2002], but would have varied with time and been substantially higher during glacial periods. This could arise if the fractional preservation of opal deposited to deep-sea sediments was enhanced by a greater global (aeolian) detrital flux, which is consistent with the operation of our diagenetic model (equations (11) and (12)). In this case, the system could be out of balance at present but in the opposite sense, with an excess of Si input over output. Until the constraints on the marine Si budget are further improved, particularly with respect to the relative role of neritic versus benthic accumulation, it would appear that even the sign of any imbalance of the present-day system is uncertain, let alone its magnitude.

6. Conclusions

We have developed a model of the dissolution of biogenic opal in deep-sea sediments, based on both theoretical and data considerations. Despite taking its empirical basis exclusively from Southern Ocean sediment core data, a validation exercise demonstrates that model predictions under very different biogeochemical environments are in good agreement with observations. We have also developed a new description for the remineralization of opal within the water column (and which shares a common mechanistic basis with the sedimentary diagenesis model). Although it takes into account ambient conditions not only of temperature, but also uniquely, the degree of undersaturation with respect to the solid phase, when used to simulate observed sediment trap data, the improvement over previous schemes is only minor. In validating the water column remineralization model at the level of the raw data (integrated sediment trap flux), we demonstrate that additional factors clearly need to be taken into account. As likely candidates in this, we identify: (1) the dependence of the sinking velocity of siliceous material on both the surface ocean environment and with depth in the water column, and (2) the role of bacteria in degrading protective organic coatings. However, while the distribution of H₄SiO₄ in the ocean is relatively sensitive to how the dissolution of biogenic opal is distributed between the water column and the surface sediments, the overall response of the Si inventory to perturbation is not.

Descriptions of opal sedimentary diagenesis and water column remineralization are incorporated into a model of the global ocean carbon cycle. The numerical efficiency of this model enables integration on glacial-interglacial time scales and extensive sensitivity analyses to be performed. Despite the relative simplicity of the zonally averaged representation of ocean circulation employed, many of the important features of the ocean-sediment Si system are captured, specifically: the global distribution of opal-rich sediments, and the net burial rate of opal required to balance independent estimates of the dissolved Si input to the open ocean. The sensitivities of the oceanic Si inventory to perturbation of Si input, and atmospheric xCO₂ changes in the global CaCO₃:POC rain ratio are also found to be almost identical to those exhibited by much higher resolution 3-D models [(Archer et al. [2000b] and Archer and Maier-Reimer [1994], respectively)].

The results of our model do not support explanations for the deglacial rise in the atmospheric mixing ratio of CO₂ as a consequence of decreasing Si supply to the ocean. A new hypothesis involving glacial-interglacial variability in neritic opal storage presented in this article is similarly ineffective in accounting for rapid atmospheric xCO₂ changes. However, in the context of the much slower climatic change as (following each interglacial) the Earth descends into its glacial state, increased Si supply to the ocean may be more important, and could potentially account for up to a fifth of the observed total atmospheric xCO₂ decrease.

The adjustment time of the ocean silicic acid inventory is ∼16 ka, while the calcite lysocline relaxes with an e-folding time of ∼9 ka. The Si and CaCO₃ cycles interact to produce a response of atmospheric xCO₂ with respect to perturbations of Si supply characterized by an e-folding time of ∼23 ka, significantly longer than that of either the ocean-sediments Si or CaCO₃ cycles alone. Deep-sea sediments, in co-determining the ratio of the oceanic inventory to loss (burial) rate of biogenic material, exert a fundamental control on some of the slower response components of ocean carbon cycle. This highlights the importance of using coupled ocean-sediment models in the assessment of climatic change on glacial-interglacial time scales. However, results from traditional methodologies whereby paired time slices made at steady state on either side of the last deglacial
transition (an interval shorter than the 23 ka response of the global carbon cycle identified here) are contrasted, must be treated with caution.

Appendix A

A1. Overview

[75] The atmosphere-ocean-sediment carbon cycle model of Ridgwell [2001] is employed here. This is based on a zonally averaged representation of ocean circulation, with ocean-atmosphere biogeochemistry similar to that utilized in studies of the effects of glacial-interglacial [Watson et al., 2000] and anthropogenic [Ridgwell et al., 2002] changes in aeolian iron supply to the ocean. Tracers advected in the ocean component include total DIC, dissolved oxygen (O2), ALK, temperature, and salinity. Of these, CO2 and O2 are exchanged with a “well-mixed” atmosphere across the air-sea interface. The stable isotopes of carbon (13C and 12C) are treated separately, with all major fractionation processes between them taken into account. Three nutrients potentially limiting to biological activity in the ocean are considered; phosphate (PO4), silicic acid (H4SiO4), and total dissolved iron (Fe). Nutrients, together with DIC and ALK, are taken out of solution in the sunlit surface ocean layer (“euphotic zone”) through biological action, and exported in particulate form (as POM, CaCO3, and opal) to deeper layers. As it settles through the water column, such material is subject to remineralization processes, resulting in the release of dissolved constituent species to the ocean. Significant export of nutrients and carbon in the form of dissolved organic matter is not considered. Biogenic and detrital material reaching the ocean floor may undergo diageneric alteration (representing a further release of dissolved species to the ocean and/or (semi-) permanent burial. To accomplish this, the ocean is everywhere underlain by a series of discrete sediment modules handling ocean-sediment interactions, in which the preservation of biogenic CaCO3 and opal reaching the sediment surface is explicitly predicted. Loss of material through burial in the sediments is balanced over the long-term by prescribed inputs to the system representing supply to the ocean from continental weathering and geothermal processes (in the case of DIC, ALK, and H4SiO4) together with aeolian input at the surface (Fe and H4SiO4).

[76] Complete descriptions of model configuration and validation against present-day observations have been described by Ridgwell [2001]. Details of the model pertinent to the perturbation response of the ocean Si inventory and atmospheric xCO2 are given in the following sections.

A2. “Physical” Ocean Environment

[77] The representation of ocean circulation used is derived from an off-line version of the zonally averaged OGCM of Stocker and Wright [1996]. To increase computational efficiency (thus allowing improved access to glacial-interglacial time scales), meridional and vertical resolution is degraded. A structure of meta-cells is defined in the ocean, each of which encompasses multiple cells of the original model. By integrating fluxes across each of the meta-cell boundaries (and accounting for both net advection and exchange (mixing) components of the original circulation field), a simplified ocean representation is obtained [Michel et al., 1995]. The “child” structure utilized here is that adapted from the work of Ridgwell [2001], comprising 16 grid points in the horizontal with eight in the vertical (the corresponding lower boundaries in the “parent” OGCM [Stocker and Wright, 1996] begin located at depths of 50, 100, 150, 500, 1000, 2500, 3500, and 4000 m). Ocean structure and circulation are shown schematically in Figure 6. In addition to advection, transport of tracers also occurs diffusively in the ocean. Vertical diffusivity is varied down through the water column following the description given by Weaver and Sarachik [1991]. A coefficient of $1 \times 10^4$ m$^2$ s$^{-1}$ is assumed for horizontal diffusivity, consistent with values used in other intermediate and low-resolution ocean models [Hovine and Fichefet, 1994; Rich et al., 1999].

A2.1. Seasonality

[78] Ocean circulation in the version of the Bern 2-D model used to derive the “child” model is in the form of an annual mean [Marchal et al., 1998a]. To improve the representation of seasonal high latitude processes, a crude pseudo-seasonality in sea ice cover and convection is imposed [Ridgwell, 2001], taking its timing from monthly insolation [Bacastow and Maier-Reimer, 1990; Holtslag and VanUlden, 1983].

A2.2. Sea Ice

[79] Fractional sea ice coverage is varied at a monthly time step according to relative insolation levels. Sea ice extent is assumed to be in simple anti-phase with insolation, giving

$$A_{f}^{\text{ice}}(t) = A_{f_{\min}}^{\text{ice}} \left( \frac{A_{f_{\max}}^{\text{ice}} - A_{f_{\min}}^{\text{ice}}}{I_{\max} - I_{\min}} \right) I_{\max} - I_{\min}$$

where for each grid point, $A_{f_{\max}}^{\text{ice}}$ is the fractional sea ice-cover for month $t$, $A_{f_{\max}}^{\text{ice}}$ and $A_{f_{\min}}^{\text{ice}}$ are the observed maximum and minimum fractional coverages, respectively, with insolation ($I$) variables, similarly designated. Reconstructed sea ice limits are derived from CLIMAP [1984].

A2.3. Convection

[80] Because of the low resolution and annually averaged nature of the representation of ocean circulation, the effects of high latitude convective processes must necessarily be highly parameterized. We identify three different aspects of convection of particular importance to the ocean Si cycle:

1. Seasonal deepening of the mixed layer – During winter, surface nutrients are replenished through the entrainment of relatively nutrient-rich waters from below. This cycle is approximated by allowing a deepening of the surface ocean mixed layer when monthly insolation falls below a predetermined threshold (set to give a plausible 4–6 month-long “winter” season south of $\sim 55^\circ$S). Biological export is assumed negligible at this time. If the water column becomes convectively unstable during this period, convective adjustments are made by pair-wise homogenization of cells [Wright and Stocker, 1992]. To prevent excessive deep ventilation, mixing depth is restricted according to the mean maximum observed mixed-layer depth [Levitus and Boyer, 1994; Levitus et al., 1994].

2. Formation of deep cold water masses – Deep ocean temperatures (an important control on opal dissolution rate) are made more realistic by modifying the temperature of
convectively unstable (vertical) intervals by a weighted averaging with ocean surface properties [Ridgwell, 2001]. This could be thought of as equivalent to the effect of a sinking plume of cold, dense surface water, mixing with its surroundings as it sinks.

3. High vertical mixing rates — Generally enhanced vertical mixing in the Southern Ocean (i.e., associated with frontal systems and other subgrid scale processes) is accounted for by prescribing increased vertical diffusivity in this region (equivalent to a volumetric exchange of 50 Sv at 62.5°S, and 10 Sv at 51.25°S).

### A2.4. Surface Ocean Boundary Conditions

[81] Boundary conditions at the ocean surface are derived from observational data sets; annual mean sea surface temperature is derived from Levitus et al. [1994b] (at 30 m depth), salinity is taken from Levitus et al. [1994a] (but modified in the southernmost grid cell following Stocker and Wright [1996]), and annual mean wind speed field is derived from Trenberth et al. [1989].

### A3. Ocean Biogeochemical Cycling

#### A3.1. Biological New Production

[82] Numerous mechanistic schemes for representing biological productivity in the surface ocean and based on multi-component descriptions of ecosystem structure and nutrient cycling have been developed to date [e.g., Aksnes et al., 1995; Andersen et al., 1987; Fasham et al., 1990]. Although a few of such schemes have been incorporated into global ocean carbon cycle models, their computational demands make their use in extended model integrations problematic. Much simpler is to estimate a value for new (export) production directly from available surface nutrient concentrations, a tactic used in many carbon cycle models [e.g., Archer et al., 2000b; Heine et al., 1999; Maier-Reimer, 1993]. This is the approach we adopt here. However, in contrast to studies where total POM export is estimated first, and only subsequently are the effects of ecosystem composition in determining various particulate matter “rain ratios” taken into account, we distinguish POM export production arising from different classes of phytoplankton at a much lower level. We make the division between two distinct classes of phytoplankton following the observations of Egge and Aksnes [1992]; siliceous phytoplankton (designated hereafter “SP”) and nonsiliceous phytoplankton (“NSP”). SP (typified by open ocean diatom species such as _Thalassiosira oceanica_) are assumed to be solely responsible for the production of opal, and as a result are limited by the availability of H₂SiO₄. In contrast, NSP (typified by open ocean coccolithophorids such as _Emiliania huxleyi_, but including the bulk of pico- and nanophytoplankton species), have no such silicic acid limitation and are assumed to include the sole producers of CaCO₃. Both classes are affected by ambient concentrations of PO₄ and Fe, temperature, and light. In the absence of any nutrient limitation (and assuming a stable water column and adequate insolation levels), siliceous phytoplanktons tend to dominate the phytoplankton community [Egge, 1998]. SP are therefore characterized in the model by a relatively high net (export) productivity. NSP tend to generally comprise somewhat smaller species with productivity much more tightly controlled by grazing, and are therefore characterized by relatively low net productivity. Obviously this is highly simplistic, with no explicit account taken of the role played by zooplankton or of the microbial loop [Taylor and Joint, 1990]. In addition, the contribution made to total POM export by high productivity nonsiliceous bloom-forming species such as _Phaeocystis antarctica_ in regions such as the Southern Ocean will not be captured. However, this scheme is still able to capture the first order contrast in the observed calcium carbonate to particulate organic carbon (CaCO₃:POC) rain ratio between different oceanic regions [Ridgwell, 2001].

[83] It is worth noting that in contrast to the assumptions of our “biological” scheme, which is based on nutrient limitation by PO₄, H₂SiO₄, and Fe, present-day surface nutrient distributions [Conkright et al., 1994] suggest that the availability of nitrate (NO₃) is likely to be generally more limiting to phytoplankton growth than PO₄ [McElroy, 1983; Tyrrell, 1999]. Because of the complexity of the oceanic NO₃ cycle, and the importance of localized anoxic zones for denitrification (poorly resolved features in our model), no explicit representation is made of the operation of this nutrient cycle. However, the contribution made to alkalinity partitioning in the ocean by NO₃ cycled through the “soft tissue pump” [Broecker and Peng, 1982] is still taken into account.

#### A3.2. Phosphate Uptake Model

[84] Net uptake fluxes (in units of mol PO₄ kg⁻¹ a⁻¹) within the euphotic zone by siliceous phytoplankton (u_{PO₄}^{SP}) and nonsiliceous phytoplankton (u_{PO₄}^{NSP}) are based on the “law of the minimum” for multiple nutrient limitation [Aksnes et al., 1994], and described by

\[
\begin{align*}
\mu_{PO₄}^{SP} &= u_{NSP}^{PO₄} \cdot \min \left( \frac{PO₄}{K_{PO₄}^{SP}} - \frac{H₂SiO₄}{K_{H₂SiO₄}} - \frac{Fe}{K_{Fe}^{SP}}, \frac{PO₄}{K_{PO₄}^{SP}} \right) \mu(T) \\
\mu_{PO₄}^{NSP} &= u_{NSP}^{PO₄} \cdot \min \left( \frac{PO₄}{K_{PO₄}^{NSP}} - \frac{H₂SiO₄}{K_{H₂SiO₄}} - \frac{Fe}{K_{Fe}^{NSP}}, \frac{PO₄}{K_{PO₄}^{NSP}} \right) \mu(T) 
\end{align*}
\]

where \(u_{NSP}^{PO₄}\) and \(u_{NSP}^{PO₄}\) are uptake rates (mol PO₄ kg⁻¹ a⁻¹) in the absence of any nutrient limitation and treated as “optimizable” parameters – values of 5.00 and 0.25 μmol PO₄ kg⁻¹ a⁻¹, for SP and NSP, respectively, are chosen [Ridgwell, 2001]. \(\mu(T)\) is a factor accounting for the effects ambient solar insolation has on new production, while \(\mu(T)\) is similar, but for temperature. A realistic treatment of light limitation is complex, requiring consideration of the depth distribution of phytoplankton in the water column, effects of self-shading and photo-inhibition, and an estimate of the depth of the mixed layer [Andersen et al., 1987; Taylor et al., 1991; Tyrrell and Taylor, 1996], all of which are beyond the scope of the current model. A simple (normalized) insolation factor is therefore used [Ridgwell, 2001]. \(\mu(T)\) is defined as

\[
\mu(T) = e^{a(T)}
\]

such that \(\mu(T)\) takes a value of unity at a temperature of 0°C. A \(Q_{10}\)-type dependence is assumed, with the scalar \(a\) given by [Aksnes et al., 1995]

\[
a = \ln \left( \frac{Q_{10}}{10} \right)
\]

[85] Following Eppley [1972], a \(Q_{10}\) value for phytoplankton growth of 1.88 is assumed, giving \(a = 0.063\). No
Table 6. Nutrient Half-Saturation Constant Values Assumed for the Two Phytoplankton Groups

<table>
<thead>
<tr>
<th>Phytoplankton Group</th>
<th>Nutrient</th>
<th>$K_S$ value (equation (A5))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Siliceous (SP)</td>
<td>PO$_4$</td>
<td>0.1 µmol kg$^{-1}$</td>
</tr>
<tr>
<td>Siliceous (SP)</td>
<td>H$_4$SiO$_4$</td>
<td>4.0 µmol kg$^{-1}$</td>
</tr>
<tr>
<td>Siliceous (SP)</td>
<td>Fe</td>
<td>0.125 nmol kg$^{-1}$</td>
</tr>
<tr>
<td>Nonsiliceous (NSP)</td>
<td>PO$_4$</td>
<td>0.1 µmol kg$^{-1}$</td>
</tr>
<tr>
<td>Nonsiliceous (NSP)</td>
<td>H$_4$SiO$_4$</td>
<td>n/a</td>
</tr>
<tr>
<td>Nonsiliceous (NSP)</td>
<td>Fe</td>
<td>0.067 nmol kg$^{-1}$</td>
</tr>
</tbody>
</table>

*Adapted from the study of Ridgwell [2001].

importance is made between the two different phytoplankton groups in terms of their temperature response [Aksnes et al., 1995].

[66] The “$k$” terms in (equation (A2a)) represent Michaelis-Menten kinetic limitation of uptake [Aksnes and Ege, 1991; Dugdale, 1967]

$K_{SP}^{PO_4} = \frac{[PO_4]}{K_{SP}^{PO_4} + [PO_4]}$ (A5a)

$K_{SP}^{H_4SiO_4} = \frac{[H_4SiO_4]}{K_{SP}^{H_4SiO_4} + [H_4SiO_4]}$ (A5b)

$K_{SP}^{Fe} = \frac{[Fe]}{K_{SP}^{Fe} + [Fe]}$ (A5c)

where $K_S$ values in the three equations are the half-saturation constants for the respective nutrients. The NSP terms are similar, except that there is no H$_4$SiO$_4$ limitation. Phytoplankton nutrient half-saturation constants are derived from values observed in incubation and whole-ocean ecosystem studies, as detailed by Ridgwell [2001]. Assumed values are summarized in Table 6.

[67] Strictly speaking, Michaelis-Menten limitation kinetics and the associated use of half-saturation constants are not directly applicable to a model of this type. Reported constants are calculated on the basis of the growth rate of individual phytoplankton cells, whereas our model attempts to predict net nutrient removal throughout the euphotic zone (taken to be equal to export production). It is likely that export production has no simple relationship with primary production [Aksnes and Wassmann, 1993]. However, for want of a suitable alternative, this concise and easily interpretable parameterization is adopted here.

[68] Integrating net uptake (equations (A2a) and (A2b)) over the depth of the euphotic zone ($D_{euph} = 50$ m) and total ice-free area, gives the total net uptake rate from each oceanic region (in units of mol PO$_4$ a$^{-1}$)

$U_{SP}^{PO_4} = \rho_{SP} 1027 A^{euph} (1 - A_i^{euph}) D_{euph}$ (A6a)

$U_{NSP}^{PO_4} = \rho_{NSP} 1027 A^{euph} (1 - A_i^{euph}) D_{euph}$ (A6b)

where the mean density of sea water is assumed to be 1027 kg m$^{-3}$, and $A^{euph}$ is the total surface area (m$^2$). Finally, (steady state) export production out of the euphotic zone ($Fnp$) is simply set equal to the net uptake rate (equations (A6a) and (A6b)).

A3.3. “Redfield” and Other Chemical Export Ratios

[69] While equations (A6a) and (A6b) together predict the particulate PO$_4$ flux, export of other biogeochemically important nutrient, and nonnutrient chemical species, such as H$_4$SiO$_4$, Fe, CO$_2$, and alkalinity (from Ca$^{2+}$ and NO$_3$) must be derived. The organic or inorganic components of particulate matter export are related directly (or via an intermediary) to phosphate export, by a series of characteristic ratios. For SP, these relationships are

$Fnp_{SP}^{POC} = \frac{POC_{SP}}{POC_{SP} + POC_{SP}}$ (A7a)

$Fnp_{SP}^{ALK} = -0.7 \frac{POC_{SP}}{POC_{SP} + POC_{SP}}$ (A7b)

$Fnp_{SP}^{POFe} = r_{SP} \frac{POFe_{SP}}{POC_{SP} + POC_{SP}}$ (A7c)

and with an additional (inorganic) carbon flux associated with CaCO$_3$. The proportions of C and N to P in POM are characterized by observed mean ratios (the so-called “Redfield” ratios), with $r^{POC:POC}$ and $r^{POFe:POC}$ taking values of 106:1 and 16:1, respectively [Redfield et al., 1963]. The same ratios are assumed for POM derived from both SP and NSP. Export ratios of Fe:C in organic matter differ between SP and NSP, and also vary as a function of ambient (total) dissolved Fe concentrations – described by Ridgwell [2001] and Watson et al. [2000].

[90] The export ratio of CaCO$_3$:POC from nonsiliceous phytoplankton ($r_{SP}^{CaCO_3:POC}$) is left as an optimizable parameter in the model – a value of 0.3 is found to allow a reasonable global distribution of CaCO$_3$ in deep-sea sediments [Ridgwell, 2001]. While the value of is itself invariant and spatially uniform, the net CaCO$_3$:POC export ratio at any one location in time and space comprises export from both SP and NSP. Temporal or spatial variability in the balance between SP and NSP productivity (for instance, due to changes in the availability of H$_4$SiO$_4$) can thus give rise to variability in the net CaCO$_3$:POC export ratio. The result is that characteristic regional present-day CaCO$_3$:POC ratios observed in settling particulate matter [Tsunogai and Noriki, 1991] can be reproduced in the model, at least to a first-order [Ridgwell, 2001].

[91] Incubation and ocean patch studies have reported changes in the cellular H$_4$SiO$_4$:C uptake ratio by phytoplankton assemblages upon addition of iron [Hutchins and Bruland, 1998; Takeda, 1998; Watson et al., 2000]. Fed-stressed diatoms are also visibly more heavily silicified [Hutchins et al., 1998; Leynaert et al., 1993]. This increase in diatom ratio H$_4$SiO$_4$:C with decreasing Fe-availability has been suggested to be due to the order of cell cycle events, where silicic acid uptake only occurs in a phase just prior to cellular division [Pondaven et al., 1999]. If division is delayed through Fe-limited, the length of time avail-
able for opal deposition is longer, thus resulting in a higher degree of diatom silicification. If this is the case, a reasonable starting point in relating $\text{H}_4\text{SiO}_4$:C uptake to ambient would be to assume that this ratio is proportional to Fe-stress as defined by the reciprocal of the relevant Michaelis-Menten kinetic term (equation (A5c)), giving
\[
\frac{r_{\text{H}_4\text{SiO}_4:C}}{r_{\text{SP}}} = \frac{1}{k_c} \frac{[\text{Fe}]}{[\text{Fe}]_{\text{off}}}
\]
where $\frac{r_{\text{H}_4\text{SiO}_4:C}}{r_{\text{SP}}}$ is the ratio of $\text{H}_4\text{SiO}_4$:C uptake under Fe-replete conditions. The singularity at $[\text{Fe}] = 0$ is removed by adding a fixed offset ($[\text{Fe}]_{\text{off}}$) to the value of ambient $[\text{Fe}]$. Observed decreases in diatom $\text{H}_4\text{SiO}_4$:C with increasing Fe availability [Hutchins and Bruland, 1998; Takeda, 1998; Watson et al., 2000] can be reasonably reproduced with $K_{fe}^r = 0.25$ nmol kg$^{-1}$ and $[\text{Fe}]_{\text{off}} = 0.125$ nmol kg$^{-1}$ [Ridgwell, 2001].

[92] Given their very different biogeochemical natures, a high degree of differential recycling between opal and POC within the euphotic zone is likely [Dugdale et al., 1995; Dugdale and Wilkerson, 1998]. Changes in the degree of diatom silicification may alter the magnitude of this differential, such as through changes in sinking rate [Boyle, 1998; Muggli et al., 1996], grazing susceptibility, or the “quality” of frustuline opal (and thus solubility and/or dissolution rate). However, for simplicity, the export opal:POC ratio ($r_{\text{opal:POC}}$) will be assumed to scale linearly with the cellular $\text{H}_4\text{SiO}_4$:C uptake ratio. The export ratio can therefore be written as
\[
r_{\text{SP}}^{\text{opal:POC}} = r_{\text{SP}}^{\text{opal:POC}} \left( \frac{K_{fe}^r}{[\text{Fe}]} + [\text{Fe}]_{\text{off}} \right) \left( \frac{[\text{Fe}]}{[\text{Fe}]_{\text{off}}} \right) \left( \frac{[\text{Fe}]}{[\text{Fe}]_{\text{off}}} \right)
\]
where $r_{\text{SP}}^{\text{opal:POC}}$ is now the opal:POC export ratio under Fe-replete conditions. The magnitude of differential recycling within the euphotic zone represented by the implicit scale factor linking $r_{\text{SP}}^{\text{opal:POC}}$ to $\frac{r_{\text{H}_4\text{SiO}_4:C}}{r_{\text{SP}}}$ is poorly quantified, and has been variously estimated to be in the range from 1.25 to 3.0 depending on assumptions made regarding grazing [Dugdale et al., 1995; Dugdale and Wilkerson, 1998]. $r_{\text{SP}}^{\text{opal:POC}}$ is therefore left as a final optimizing parameter in the model – a reasonable value being found to be 0.175 mol mol$^{-1}$ [Ridgwell, 2001], equivalent to a plausible value of differential recycling value of 1.5.

A3.4. Remineralization Within the Ocean Interior
[93] Nutrients, DIC, and ALK, can all be removed from solution in the euphotic zone through biological action, and exported in particulate form (POM, CaCO$_3$, and opal) to the depth. Remineralization of biogenic material and release of dissolved constituent species are represented as processes occurring instantaneously throughout the ocean interior. For POM, remineralization is assumed to occur according to a simple power law distribution [Ridgwell, 2001], with no fractionation taking place between the different nutrients or with carbon, and no differentiation made between POM derived from SP and that from NSP. CaCO$_3$ is assumed to be remineralized in a similar manner as described by Archer et al. [1998] and Ridgwell [2001], while opal remineralization proceeds as detailed earlier (section 2.2). Remineralization is allowed to occur everywhere in the ocean at water depths below 100 m, with the exception of the equatorial upwelling zones of each basin, notorious regions for modeling problems related to “nutrient trapping” [Najjar et al., 1992]. To alleviate nutrient trapping in these regions, the depth at which remineralization begins is artificially deepened; 400 m in the equatorial Atlantic and Pacific and 200 m in the equatorial Indian Ocean [Ridgwell, 2001]. This “topological fix” is employed as an alternative to the prescription of a high proportion of organic new production in dissolved form – the more traditional “fix” used in an attempt to counter the biogeochemical consequences of spatial resolution insufficient to adequately resolve complex upwelling systems [Marchal et al., 1998b; Najjar et al., 1992; Yamanaka and Tajika, 1997].

A3.5. Iron Biogeochemical Cycling
[94] The cycling of dissolved iron in the ocean (considered to be in the form of a single bioavailable species) follows previous studies [Ridgwell et al., 2002; Watson et al., 2000], with the parameterization of variable (ambient [Fe]-dependent) Fe:C uptake ratios and scavenging by biogenic material settling through the water column accounted for [Ridgwell, 2001; Watson et al., 2000]. The effect of dust loading at the surface ocean on the effective solubility of aeolian Fe [Chester et al., 1993; Spokes and Jickells, 1996; Zhaung et al., 1990] is also taken into account by parameterizing the re-absorption of Fe onto dust particles – “self-scavenging” [Ridgwell, 2001].

A4. Ocean Sediments
[95] The Bern OGCM [Stocker and Wright, 1996] assumes a uniform ocean depth of 4000 m. However, to correctly represent the interaction between ocean and deep-sea sediments, variations in the depth of the ocean floor must be taken into account [Keir, 1995]. A bathymetric profile (defining the mean global distribution of fractional ocean floor area with depth [ETOPO5, 1988]) is assumed at each of the 16 ocean grid points of the model. To retain relative ocean cell volumes, ocean layer thickness is adjusted to give lower boundary depths of 47, 95, 144, 496, 1013, 2652, 3986, and 6000 m, while to preserve total ocean volume the width of each ocean basin is increased by ~9%.

[96] The continuous bathymetric profile is discretized into a series of separate depth bands, each of which is associated with an individual module handling ocean-sediment interactions [Munhoven and Francois, 1994, 1996; Sundquist, 1990; Walker and Opdyke, 1995], as shown in Figure 1. Fifteen discrete sediment levels are considered, which between them span the depth of the ocean interior from 6000 m up to base of the euphotic zone (100 m), thus giving a total of separate 240 sedimentary modules (i.e., 15 for each of the 16 ocean grid points) [Ridgwell, 2001]. These sediment modules are similar in configuration and (physical) operation to those employed by Munhoven and Francois [1994, 1996] and Walker and Opdyke [1995]. They comprise a single (10 cm thick) surface layer, underlain by a series of (1 cm thick) sublayers. The surface layer represents the upper zone of the sediment where bioturbation effectively homogenizes solid composition, and where the primary diagenetic processes take place. Excess solid material is exported out of this surface layer (i.e., “buried”) and stored in a stack of sedimentary sublayers lying immedi-
ately below. In addition to the advective transfer of solids between the surface layer and the stack (arising from net sedimentary accumulation/erosion) a diffusive-like transfer is prescribed between the uppermost sublayers, representing deeper, less intense bioturbation. Further details are given by Ridgwell [2001].

[97] Solid components represented in the sediments include CaCO$_3$ (as calcite) and opal, all of which share a biogeneric origin in the surface ocean and whose fractional preservation in the sediments is explicitly calculated. The diagenesis (dissolution) of calcite is parameterized following the method of Archer [1991], while opal dissolution is predicted with the scheme presented in this article (section 2.1). Deposition on the sediments of detrital matter derived from aeolian deposition at the ocean surface also takes place. However, unlike the biogenic components, detrital matter is assumed to act conservatively within the sediments, with no release of either H$_4$SiO$_4$ (from silicates) or dissolved Fe (from Fe-bearing ore and silicate minerals). Finally, a mean fractional preservation of the POC settling flux of 5% is assumed, consistent with estimates of ~3–7% [Archer et al., 2002; Tromp et al., 1995].

[98] Acknowledgments. This work was supported by a UK Natural Research Council Ph.D. grant to A.J.R. We would like to thank Paul Tréguer and an anonymous reviewer, whose thorough and thoughtful review has led to significant improvements to this paper.

References


Broecker, W. S., Glacial to interglacial changes in ocean chemistry, Prog. Oceanogr., 11, 151–197, 1982.


D. E. Archer, Department of the Geophysical Sciences, University of Chicago, Chicago, IL 60637, USA.

A. J. Ridgwell and A. J. Watson, School of Environmental Sciences, University of East Anglia, Norwich NR4 7TJ, UK. (A.Ridgwell@uea.ac.uk)
Figure 1. Schematic of the global ocean biogeochemical cycling of Si, together with the structure of the sediment system. Arrows indicate the flow of Si (as either silicic acid or biogenic opal), with values (in units of Tmol Si a\(^{-1}\)) of these fluxes in the model at steady state shown in bold, and contrasted with those shown in the work of Tréguer et al. [1995] (italics). The riverine input flux is quoted “less” removal in coastal/shelf zones (i.e., as the net input to the “open ocean”). The dotted arrow indicates recycling within the euphotic zone, not resolved in the simple export production scheme employed here. Indicated is the distribution of the 15 sediment modules (which together span 100–6000 m depth range of ocean) associated with each oceanic region in the zonally averaged representation of ocean circulation (see Figure 6). Each of these sediment modules is composed of a 10 cm thick surface layer (in which diagenesis is assumed to take place), underlain by a stack of (1 cm thick) storage or sediment compositional “memory” layers.